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Abstract

As the prevalence of social media on the Internet, opinion mining has become
an essential approach to analyzing so many data. Various applications ap-
pear in a wide range of industrial domains. Meanwhile, opinions have diverse
expressions which bring along research challenges. Both of the practical de-
mands and research challenges make opinion mining an active research area
in recent years. In this paper, we present a review of Natural Language
Processing (NLP) techniques for opinion mining. First, we introduce gen-
eral NLP techniques which are required for text preprocessing. Second, we
investigate the approaches of opinion mining for different levels and situ-
ations. Then we introduce comparative opinion mining and deep learning
approaches for opinion mining. Opinion summarization and advanced topics
are introduced later. Finally, we discuss some challenges and open problems
related to opinion mining.
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1. Introduction

With the explosive growth of user-generated texts on the Internet, extrac-
tion of useful information automatically from abundant documents receives
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interests from researchers in many fields, in particular the community of Nat-
ural Language Processing (NLP). Opinion mining (also known as sentiment
analysis) [1, 2] was firstly proposed in early this century and has become
an active research area gradually. Moreover, various practical applications
of opinion mining, such as product pricing [3], competitive intelligence [4],
market prediction [5, 6], election forecasting [7, 18], nation relationship analy-
sis |9], and risk detection in banking systems [10], draw extensive attentions
from industrial communities. On the other hand, the growth of social me-
dia, electronic commerce and online review sites, such as Twitter, Amazon,
and Yelp, provides a large amount of corpora which are crucial resources for
academic research. Interests from both academia and industry promote the
development of opinion mining.

We follow the definition of opinion or sentiment from [2] where it is rep-
resented as a quintuple

(€3, agj, Sijre, M, te),

in which e; is the ith entity, a;; is the jth aspect of the ith entity, hy is the
kth opinion holder, ¢, is the time when the opinion is expressed, s;;i is the
opinion or sentiment towards the jth aspect of the ith entity from opinion
holder h; at time t,. For example, in the review “The screen of this mobile
phone is good!”, the first three components can be determined: screen is an
aspect of entity mobile phone and a positive sentiment is expressed.

With this definition, the objective of opinion mining is defined as de-
termining the quintuple of given texts. Corresponding sub-tasks are iden-
tifying five components, respectively. However, the whole quintuple is not
always necessary for different situations. For example, the third component
is enough for document level opinion mining while more components are re-
quired for the fine-grained level. Based on the quintuple or a part of it, some
advanced tasks, such as summarization, can be performed to provide a quick
look at some particular opinion targets.

Machine learning approaches play a significant role for opinion mining.
Generally, document and sentence level opinion mining can be formulated
as classification problems which determine whether a positive or negative
sentiment is expressed. Classifiers are trained to determine the polarities of
forthcoming texts. Naive Bayes classifier, maximum entropy classifier and
Support Vector Machine (SVM) [11] are the most commonly used models.
However, the requirement of annotated corpora is not easily satisfied, es-
pecially for cross-domain and cross-lingual situations. In the cross-domain



situation, since there exist differences among different domains, the classifier
trained from one domain does not always achieve comparable performance
in another domain. It is more severe in the cross-lingual situation than the
cross-domain situation. In the cross-lingual situation, trained classifiers can
not be applied to texts in another language directly because of the language
differences. Semi-supervised methods, which train classifiers on both an-
notated and unannotated corpora in different domains and languages, are
developed to deal with the lack of annotated corpora. In fine-grained level
opinion mining, more efforts are required for extraction of opinion targets and
their relations. Meanwhile, corpora with annotated opinion targets and sen-
timent polarities are difficult to obtain. Several unsupervised methods based
on Latent Dirichlet Allocation (LDA) [12] have been proposed to release the
dependence of annotated corpora.

Lexicon approaches determine the sentiment score of text according to
sentiment lexicons in an unsupervised manner. A lexicon is a dictionary
of sentiment words and phrases with their polarities and strengths. For
each document or sentence, the corresponding polarity is determined by a
sentiment score which is computed by the occurred words or phrases and
their sentiment polarities and strengths. Comparing to machine learning
approaches, lexicon approaches require less resources, which makes it suitable
for the situation that no annotated corpora are available. In addition, a
sentiment lexicon can be adopted in machine learning approaches to construct
sentiment related features which are helpful for better performances.

Recently, there are several reviews on NLP [42], opinion mining [2] and in-
formation fusion [13]. Khaleghi et al. [13] presented a review on multi-sensor
information fusion and discussed soft data fusion, which relates to natural
language processing and opinion mining. They also indicated the complexity
of soft data fusion. Cambria and White [42] focused on the evolution of NLP,
including the historical background of NLP, syntax and semantics technolo-
gies and others. Brief contents about opinion mining were mentioned in this
review. Liu [2] provided a comprehensive review of NLP and opinion mining
on the definition of opinion mining, different levels of opinion mining, sum-
marization, lexicon creation, spam detection, opinion quality measurement
and so on. However, the relations between information fusion and opinion
mining are not covered. Besides the above reviews on specific areas, Balazs
and Veldsquez [14] investigated related work on opinion mining as well as
information fusion, and proposed a conceptual framework of applying infor-
mation fusion for opinion mining. However, the contents on opinion mining



are not comprehensive.

Different from the above reviews, we not only investigate existing NLP
techniques for opinion mining and relations between information fusion and
opinion mining, but also discuss open problems and challenges in opinion
mining. Techniques for different levels and settings of opinion mining as well
as advanced topics are introduced. Some recent work, such as deep learning
for opinion mining, is provided as well.

The rest of the paper is organized as follows. We first discuss informa-
tion fusion and opinion mining in Section [2 Section [3 introduces some NLP
techniques for text preprocessing. Section Ml presents existing approaches of
opinion mining for different levels and settings. Section [l presents compara-
tive opinion mining. Then we introduce deep learning related studies in Sec-
tion [6l Opinion summarization is introduced in Section [/l Advanced topics
including opinion spam detection and usefulness measurement are presented
in Section 8 Finally, we make conclusion after discussing the challenges and
open problems in opinion mining.

2. Information Fusion and Opinion Mining

Information fusion is a kind of technology that integrates information
from multiple sources to solve a certain task. It is now widely used in various
areas including sensor networks, video and image processing, and intelligent
system design [13]. Information fusion also exists extensively in opinion min-
ing. Below we discuss the information fusion in opinion mining from aspects
of data sources, sentiment resources, and techniques [14].

The fusion of data sources in opinion mining is integration of raw data
from different sources. For product reviews, user and product informa-
tion are adopted to capture clues about an overall sentiment polarity [15].
In opinion spam detection and usefulness measurement, various related in-
formation about reviewers, raters, and products is taken into account to-
gether [16, 117, [18, [19, 20, 21, [22].

The fusion of sentiment resources is mainly about the fusion of corpora
and lexicons. In the cross-domain situation, for example, annotated and
unannotated corpora from different domains are integrated to train a model
in a semi-supervised manner, which can deal with the lack of annotated
corpora as well as the unrobustness of classification performance between
different domains |23, 24, 25]. Similarly, in the cross-lingual situation, bilin-
gual dictionaries, machine translation technology, and parallel corpora make



it possible to exploit the abundant English resources |26, 27, 28, 29]. Lexi-
con resources are valuable for both machine learning and lexicon approaches.
Various existing sentiment lexicons are combined to form a rich lexicon in
order to obtain robust performances |30]. In the lexicon creation, some exter-
nal synonym or antonym dictionaries are used, which is also a kind of fusion
of resources [31, 132, 133].

The fusion of techniques is the fusion of methods. For example, a well-
designed combination of different models could outperform a single model [34].
Information retrieve methods are commonly used to construct feature space
for machine learning approaches, such as unigram and bigram with tf-idf
weights [35, 136, 37]. The features in machine learning are usually extracted
by various methods which can be regarded as fusion of methods [35, 138, 139,
40, 141)).

3. NLP Techniques for Text Preprocessing

Opinion mining requires several preprocessing steps for structuring the
text and extracting features, including tokenization, word segmentation, Part
of Speech (POS) tagging, parsing. Now we give a brief overview of these
techniques.

Tokenization is a fundamental technique for most NLP tasks. It splits a
sentence or document into tokens which are words or phrases. For English,
it is trivial to split words by the spaces, but some additional knowledge
should be taken into consideration, such as opinion phrases, named entities.
In tokenization, some stop words, such as “the”, “a”, will be removed as
these words provide little useful information. As a fundamental technique,
many tokenization tools are available, such as Stanford Tokenize, OpenNLP
Tokenizei.

For Chinese, Japanese or other languages which do not have explicit word
boundary markers, tokenization is not as trivial as English and word segmen-
tation is required. The word segmentation is a sequential labeling problem.
Conditional Random Fields (CRFs) [43] have been applied to this prob-
lem and outperformed hidden Markov models and maximum-entropy Markov
models [44, 45, 146]. Recently, word embedding and deep learning based ap-
proaches have been applied to Chinese word segmentation [47, |48]. Several
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tools are available, such as ICTCLAQ?L THULACH, and Stanford Segmente.
For more about CRF, Sutton and McCallum [49] presented a comprehensive
introduction.

POS tagging and parsing are techniques that analyze the lexical and
syntactic information. POS tagging is used to determine the corresponding
POS tag for each word. Similar to word segmentation, it is also a sequential
labeling problem. The POS tags, such as adjective, noun, are quite helpful
because opinion words are usually adjectives and opinion targets (i.e., entities
and aspects) are nouns or combination of nouns. While POS tagging provides
lexical information, parsing obtains syntactic information. Parsing produces
a tree which represents the grammatical structure of a given sentence with
the corresponding relationship of different constituents. Comparing to POS
tagging, parsing provides richer structure information. As the similarity
and relevance among word segmentation, POS tagging, and parsing, some
approaches are proposed to deal with these tasks simultaneously [50, |51, [52].

3.1. Awailable Toolkits for NLP

We have mentioned several tools that deal with tokenization and Chinese
word segmentation, some of which are integrated in powerful toolkits. Now
we present an overview of commonly used toolkits in [Table 1l

Table 1: Available Toolkits for NLP

Toolkit Language  Description

NLTK [53] Python Natural Language Toolkit (NLTK) is an open
source platform for performing NLP tasks includ-
ing tokenization, stemming, POS tagging, pars-
ing, and semantic reasoning. It provides interfaces
for many corpora and lexicons which are useful for

opinion mining and sentiment analysis.
http://www.nltk.org/

3http://ictclas.nlpir.org
“http://thulac.thunlp.org
Shttp://nlp.stanford.edu/software/segmenter.shtml
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OpenNLP JAVA The Apache OpenNLP is a JAVA library for the
processing of natural language texts, which sup-
ports common tasks including tokenization, sen-
tence segmentation, POS tagging, named entity
recognition, parsing, and coreference resolution.
https://opennlp.apache.org

CoreNLP [54] JAVA Stanford CoreNLP is a framework which supports
not only basic NLP task, such as POS tagging,
named entity recognization, parsing, coreference
resolution, but also advanced sentiment analy-
sis [55].
http://stanfordnlp.github.io/CoreNLP/

Gensim [50] Python Gensim is an open source library for topic model-
ing which includes online Latent Semantic Anal-
ysis (LSA), Latent Dirichlet Allocation (LDA),
Random Projection, Hierarchical Dirichlet Pro-
cess and word2vec. All implemented algorithms
support large scale corpora. LSA and LDA have
distributed parallel versions.
http://radimrehurek.com/gensim/

FudanNLP [57] JAVA FudanNLP is an open source toolkit for Chinese
NLP, which supports word segmentation, POS
tagging, named entity recognition, dependency
parsing, coreference resolution and so on.
https://code.google.com/archive/p/fudannlp/

LTP 58] C++ The Language Technology Platform (LTP) is an
/Python open source NLP system for Chinese, including
lexical analysis (word segmentation, POS tagging,
named entity recognition), syntactic parsing and
semantic parsing (word sense disambiguation, se-
mantic role labeling) modules.
http://www.ltp-cloud.com/intro/en/

NiuParser [59] C++ NiuParser is a Chinese Syntactic and Semantic
Analysis Toolkit, which supports word segmen-
tation, POS tagging, named entity recognition,
constituent parsing, dependency parsing and se-
mantic role labeling.
http://www.niuparser.com/index.en.html

Besides the above brief information, we also investigate the implementa-
tion details of the toolkits.
NLTK, OpenNLP and Stanford CoreNLP are widely used general NLP
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toolkits which support most of basic NLP tasks, such as POS tagging, named
entity recognition, parsing.

NLTK provides industrial-strength NLP libraries. For each basic NLP
task, it provides implementations of various techniques. In POS tagging mod-
ule, regular expression-based tagger, language model-based tagger, HMM
tagger, CRF tagger as well as rule-based tagger are provided. It also pro-
vides APIs for Stanford POS tagger and Senna tagger. In named entity
recognition module, maximum entropy classifier is adopted. The pre-trained
model contains multiple labels, including PERSON, ORGANIZATION, and
GPE (e.g., geo-political entities such as city, state/province, and country).
In the parsing module, various parsers, including chart parser, shift-reduce
parser and transition parser, are provided. NLTK also supports semantic
reasoning which is mainly about natural language understanding and pro-
vides tools for analyzing expressions of the first order logic and evaluating
such expressions.

OpenNLP is an open source framework which supports basic NLP tasks.
Maximum entropy classifiers are adopted for named entity recognition, POS
tagging, chunking and coreference resolution. Chunking parser is imple-
mented for the parsing module. The most of pre-trained models in NLTK
and openNLP are limited on English. However, training APIs are provided
which makes it capable for training new models on additional corpora in
English and other languages.

Stanford CoreNLP is a collection of NLP tools based on their own publi-
cations. The implementation details and supported languages are described
in [54]. More information is provided on the website. In this toolkit, CRFs,
maximum entropy models and deep learning are adopted in different mod-
ules. Compared with NLTK and OpenNLP, Stanford CoreNLP supports
more languages, including Arabic, Chinese, French, Spanish and German.
Moreover, CoreNLP provides deep learning-based sentiment analysis tools
which support English.

FudanNLP, LTP and NiuParser are developed for Chinese specifically.
CRFs are commonly used models in these toolkits, especially for NiuParser.

In NiuParser, CRFs are adopted for Chinese word segmentation, POS
tagging, named entity recognition and chunking. Variants of shift-reduce
parser are adopted in the parsing module. A two stage classification approach
with maximum entropy classifier is provided for semantic role labelling. More
details can be found in [59].

In FudanNLP, CRFs are adopted for Chinese word segmentation and
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POS tagging. Named entity recognition module is based on POS tagging,
language model and rule-based strategies. Shift-reduce method is provided
in the parsing module.

LTP provides SVM and maximum entropy model based approaches for
POS tagging and named entity recognition, which is different from FudanNLP
and NiuParser. In word sense disambiguation and semantic role labeling
modules, SVM and maximum entropy model are adopted, respectively. A
high order graph-based method is provided for dependency parsing. More
details can be found in [58].

4. Opinion Mining and Sentiment Analysis: Methods and Re-
sources

Opinion mining and sentiment analysis aim to extract the sentiment ori-
entation of given texts. In general, opinion mining can be divided into three
levels: document level, sentence level, and fine-grained level. The task of
the document level is determining the overall polarity of a document which
includes multiple sentences. This task makes the assumption that only a sin-
gle opinion target is discussed in one document. Similar to document level
opinion mining, the task of the sentence level is also a classification problem
but focuses on each sentence in documents. It determines whether a sentence
expresses positive, negative or neutral orientation. Subjectivity classification
is another task at the sentence level, which extracts subjective and objective
parts of documents. The above tasks pay no attention to extracting the detail
information of opinions, such as opinion target and opinion holder. For exam-
ple, “The screen of this mobile phone is good.” expresses a positive polarity
to aspect “screen” of entity “mobile phone”. Fine-grained opinion mining
deals with this problem beyond classification techniques. From the document
level to the fine-grained level, the complexities of problems are increasing.
The lack of annotated corpora at the finer level makes it worse. Usually, su-
pervised methods outperform unsupervised methods. However, requirements
of annotated corpora are not always satisfied, especially for fine-grained level
opinion mining, which propels researchers to develop semi-supervised or un-
supervised methods. Moreover, the lack of annotated corpora is common
in the cross-domain and cross-lingual situations, which we will discuss in
Section 4] and Section [.5] respectively.

Feature engineering plays an important role for machine learning ap-
proaches. We list most commonly used text features below, including n-



gram features with Information Retrieve (IR) weighting schemes, syntactic
features and semantic features.

N-gram features are the most fundamental text features which are com-
monly used in NLP. An n-gram is a set of contiguous n items with the
corresponding frequency. In opinion mining, binary weights of unigram and
bigram are widely adopted. Other IR weighting schemes can take the place
of binary weights, such as tf-idf and some other variants [36, 37].

Syntactic features contain POS tags and syntactic information. These
features are employed in two ways: constructing a feature space for machine
learning approaches |35, 138,160,161, 162] and designing rules to extract required
information, such as entities and aspects in fine-grained opinion mining [31,
63, 64].

Semantic features are conjunctions which indicate negation, intensifica-
tion, and diminution. The negation is important for opinion mining as it
reverses the sentiment orientation. Intensification and diminution are in-
creasing and decreasing the strength of sentiment, respectively, which are
also useful for opinion mining [40, 65, 41, |66].

4.1. Document Level Opinion Mining

Document level opinion mining is a task of extracting the overall senti-
ment polarities of given documents, such as movie reviews, product reviews,
tweets and blogs. According to the definition of opinion mining, the ob-
jective of the document level opinion is identifying the third component of
the quintuple. From the perspective of text categorization, document level
opinion mining can be considered as a special case which takes sentiments
into account rather than topics. However, while topic-based classification
has achieved a high accuracy, document level opinion mining encounters a
more complicated situation [35].

Turney [67] presented an unsupervised method to classify reviews as rec-
ommended or not recommended. It determines the polarities by averaging
Semantic Orientation (SO) of appeared phrases in reviews. The SO of a pair
of phrases is measured by Pointwise Mutual Information and Information
Retrieval (PMI-IR) [68], which estimates PMI by the hitting number of a
particular query. The SO is estimated as follows

hits(phrase, “excellent”)hits( “poor”)

SO(phrase) =1 '
(phrase) = log hits(phrase, “poor”)hits( “excellent”)

(1)
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Pang et al. [35] employed machine learning methods to classify reviews as
positive or negative. The naive Bayes classifier, maximum entropy classifier
and SVM are trained on unigram, bigram, POS tag and position features.
The authors indicated that the occurrences of conflicting opinions make doc-
ument level opinion mining harder than topic-based text categorization.

Since features greatly affect performances, some work takes more text
features into account. Kennedy and Inkpen [40] incorporated three types
of valence shifters: negations, intensifiers and diminishers and proposed two
methods based on lexicons and SVMs, respectively. Intesifiers and dimin-
ishers modify sentiments through addition and subtraction and negations
reverse sentiment polarities. They performed experiments on a movie re-
view dataset [39] and the result shows the effectiveness of valence shifters.
Taboada et al. [41] presented a lexicon-based method that incorporates in-
tensifications as well as negations and evaluate it on multiple datasets in
different domains. The authors constructed a lexicon in which SO of each
word ranges from -5 to 5. Intensifications and negations are represented by
multiplication operations. Wang and Manning [34] analyzed the influences
of features and datasets used in previous work and presented an SVM with
naive Bayes features. The presented model incorporates naive Bayes log-
count ratios as features and combines naive Bayes and SVMs with naive
Bayes features by an interpolation that trade-offs the confidences of the two
models.

Semi-supervised learning approaches have been proposed to reduce the
dependence on annotated data. Dasgupta and Ng [69] proposed a semi-
supervised method which takes the occurrences of sentimentally ambiguous
reviews into consideration. The proposed method firstly determines whether
a review is ambiguous or not by the spectral clustering algorithm. Then
active learning is employed to label the most 10 uncertain reviews for five
iterations. Finally, an ensemble of transductive SVMs is adopted to train a
final classifier on labeled reviews. The experiment result shows that manually
labeling a small number of ambiguous reviews could improve performances
of document level opinion mining. Li et al. [70] proposed a semi-supervised
method for imbalanced sentiment classification. Under-sampling is employed
to generate multiple sets of balanced initial training data. Then two feature
subspaces are selected by random subspace generation, and two classifiers
are trained on the subspaces, respectively. Most positive reviews and most
negative reviews from unlabeled reviews are selected according to the clas-
sification result. Finally, the above steps are repeated until all reviews are
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labeled. In this work, random subspace generation rather than a static one
avoids the negative influences caused by improper selection of subspaces. Re-
cently, a semi-stacking framework of semi-supervised learning methods was
proposed to integrate two or more semi-supervised learning algorithms in an
ensemble learning manner [71].

Unsupervised learning approaches, such as Latent Dirichlet Allocation
(LDA) and its variants, have been developed to further reduce the depen-
dence on annotated corpora. Lin and He [72] presented a Joint Sentiment / Topic
(JST) model based on LDA. It determines sentiments and topics simulta-
neously for each document. In JST, words appeared in a document are
generated according to not only the topics but also the sentiment polari-
ties indirectly. Thus, the mutual influences between sentiments and topics
are captured. Li et al. [73] proposed a Dependency-Sentiment-LDA model,
which assumes that the sentiments of words form a Markov chain, i.e., the
sentiment of a word is dependent on previous ones. The transitions of sen-
timents are determined by two types of conjunctions: related conjunctions,
e.g., “and”, and adversative conjunctions, e.g., “but”. Both of the above
models incorporate sentiment lexicons as prior information which could im-
prove performances.

Because of the occurrences of conflicting opinions, some work incorpo-
rates discourse structures to address this problem. Somasundaran et al. [74]
presented two frameworks to infer global discourse-based polarities for doc-
ument level opinion mining. The first is an iterative collective classification
based supervised framework where discourse relations and the corresponding
neighborhood information are incorporated as features. The second is an un-
supervised framework that incorporates discourse structures as constraints
of integer linear programming. Both frameworks train local classifiers with
sentiment lexicon and unigram features, and then propagate classification
results along discourse structures. The proposed discourse-based approaches
and their combination obtain substantial improvements which indicate the ef-
fectiveness of incorporating discourse structures into opinion mining. Trivedi
and Eisenstein [75] proposed a model to capture relevance of discourse con-
nectors. The discourse connectors are words and phrases that indicate shifts
or continuation in discourse structures, e.g., “but” indicates shift and “more-
over” indicates continuation. The proposed model incorporates subjectivity
transitions between sentences as transition features. The performance of the
proposed model shows the effectiveness of such linguistic knowledge. Bha-
tia et al. [76] proposed a discourse depth reweighting approach to determine

12



the document level sentiment polarities. This approach reweights discourse
units according to their positions in the dependency representation of dis-
course structures. The underlying idea is that the positions of constituents
in discourse structures represent their importance to the overall sentiment
polarity through some weighting schemes.

Factual and opinionated constituents coexist in documents, and the exis-
tence of objective sentences hinder sentiment classification performances. It
is natural to remove these noises for better performances. Subjectivity clas-
sification is proposed to address this problem at the sentence level which will
be introduced in Section [.2l Spam detection and usefulness measurement
are document level applications of opinion mining. We will introduce them
in Section 8

4.2. Sentence Level Opinion Mining

Opinion mining at the sentence level is similar to that at the document
level, since sentences can be regarded as short documents. Besides sentiment
classification, subjectivity classification is another problem at the sentence
level. Subjectivity classification aims at determining whether a sentence is
subjective or objective.

Yu and Hatzivassiloglou [38] presented three sentence level subjectivity
classification approaches which are based on sentence similarity, naive Bayes
classifier and multiple naive Bayes classifiers, respectively. The similarity-
based approach computes similarity scores of given sentences to opinionated
and factual sentences, respectively, and determines subjectivities by compar-
ing similarity scores to a predetermined threshold. The naive Bayes approach
trains a classifier on sentences from opinionated and factual documents. The
feature space contains unigram, bigram, trigram, POS tag and counts of
sentiment words. The approach of multiple naive Bayes classifiers trains
multiple classifers on different subsets of the whole feature space. Then the
sentences that have different labels with the corresponding documents are
removed from the training set. Training and removing are iterative until
no more sentences in the training set will be removed. Finally, classifiers
trained on the reduced training sets are used to determine sentences as sub-
jective or objective. Pang and Lee [39] proposed a graph-based algorithm to
extract subjective parts of documents. The association and individual infor-
mation of sentences are used as the weights in a graph. The original problem
is formulated as a minimum cost problem that can be solved by the mini-
mum cut algorithm. Kim and Hovy [32] presented a sentence level sentiment

13



classification approach to find opinion holders as well as the corresponding
sentiments. Named entity recognition is adopted to identify potential opinion
holders including persons and organizations. Various window sizes are de-
fined for sentiment regions. The sentiment polarity of each sentiment region
is determined by averaging polarities and strengths of words in this region.

Several approaches have been proposed to model the dependencies be-
tween adjacent sentences. Tackstrom and McDonald [77] presented a model
which combines fully supervised document labels and less supervised sentence
labels. The model is analogous to hidden-state random condition fields [78]
where observation nodes represent features of sentences, and the label of each
sentence is treated as a latent variable. As the flexibility of the model, rela-
tions between adjacent sentences can be captured. The optimal state of each
latent variable can be determined by a dynamic planning algorithm. The op-
timal states are sentiment polarities of sentences. Yang and Cardie |79] incor-
porated the discourse structure to capture the context dependence between
sentences and presented a CRF model with posterior regularization |80]. The
lexical and discourse information are incorporated as constrains of posterior
regularization.

Tang et al. [81] proposed a joint segmentation and classification frame-
work which simultaneously generates useful segmentations and predicts the
sentence level polarity based on the segmentation units. There are three
components in the proposed framework: a candidate generation model, a
segmentation ranking model, and a sentiment classification model. The can-
didate generation model produces segmentations by a beam search method
with constraints from a phrase dictionary. The segmentation ranking model
computes a score for each segmentation according to a log-linear segmenta-
tion model with segmentations’ polarities. Finally, the sentiment classifica-
tion model is a linear kernel SVM with various hand-crafted features.

4.3. Fine-Grained Opinion Mining

Document and sentence level opinion mining provide useful information
in many application scenes. However, more detailed information is necessary
for other advanced applications. Fine-grained opinion mining is proposed
to discover details in opinionated texts, which receives great interests. Fine-
grained opinion mining has several variations including aspect (also known as
feature or attribute) and concept [82,183] level opinion mining. We will mainly
discuss aspect level opinion mining and the related work about comparative
opinion mining will be discussed in Section [
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With the definition of the quintuple in Section [I aspect level opinion
mining discovers the first three components: entity, aspect and sentiment.
For an online product review, the entity is explicit and several aspects of
this entity with the corresponding opinions would be mentioned. The objec-
tive of aspect level opinion mining is to discover the specific targets (aspects
or entities) and the corresponding sentiment polarities. Thus it is divided
into two sub-tasks: target extraction and sentiment classification. The dif-
ficulties in aspect level opinion mining are the complicated expressions of
opinions and lack of annotated corpora at the fine-grained level. The formal
requires sophisticated techniques and the latter resorts to semi-unsupervised
and unsupervised approaches.

The earliest work was presented in [31] where a pipeline, including prod-
uct aspect mining, opinion sentence identification, sentiment classification
and opinion summarization, is designed to perform aspect level opinion min-
ing. In this work, the authors focused on explicit aspects, i.e., the aspects
which are expressed by nouns or noun phrases. The POS tag of each word is
tagged in advance. Association mining [84] is adopted to detect frequently
mentioned items in all reviews and pruning techniques are used to reduce un-
likely aspects. The opinion sentences identification and sentiment classifica-
tion are performed in a lexicon-based manner. After the above steps, review
summaries are generated according to the extracted aspects and the corre-
sponding sentiment polarities and strengths. This kind of summarization is
called aspect-based summarization which is different from traditional sum-
marization. We will discuss further in Section [l Popescu and Etzioni [63]
proposed an unsupervised information extraction method for aspects and
opinions. In the aspect extraction part, PMI scores between the noun phrases
and the meronymy discriminators associated with the product class (e.g., “of
scanner”, “scanner has”, “scanner comes with”, etc. for the Scanner class)
are used to determine likely aspects.

Qiu et al. [85] presented a double propagation algorithm to discover pairs
of opinion word and opinion target. The algorithm starts from a set of seed
pairs. The opinion words are used to find more opinion targets, and in turn
the opinion targets are used to find more opinion words. However, the double
propagation algorithm does not perform well on a large or small dataset where
it achieves a low precision and low recall [86]. To increase the recall, Zhang et
al. [86] introduced part-whole and “no” patterns into the double propagation
algorithm. The part-whole patterns (i.e., meronymy discriminators) are used
to indicate whether an aspect is a part of an entity or not. The “no” patterns
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are used to extract some short patterns of expressions which extensively
exist in product reviews and forum posts. An aspect ranking algorithm is
applied to find the most likely aspects according to the aspect relevance and
frequency.

Gindl et al. [64] proposed a rule-based entity and aspect extraction method.
Several linguistic rules, which are represented as regular expressions of POS
tags, are designed to extract adjectival noun, adverbial noun and extended
noun phrases. For the sake of detecting opinion targets across sentences,
the authors adopted a heuristic anaphora resolution technique to deal with
the coreference problem of personal pronoun and sentiment polarity propa-
gation. It connects the personal pronoun to the last noun in the previous
sentence and propagate sentiment through the connection. Such rule-based
approach obtains robust performance in practice as it is unsupervised and
domain independent. However, the rules require manually design and se-
lection. Recently, an automatic rule selection method was presented in [87]
which can select an effective subset of all rules with performance even better
than the full rule set.

In reviews and posts, aspects may be expressed by different words or
phrases which leads to redundancy in the aspect extraction step. Brody and
Elhadad [88] introduced a local topic model with a small number of topics
to automatically extract aspects (i.e., topics) of each product and the repre-
sentative words of aspects are selected by mutual information between words
and aspects. In this work, each sentence is treated as a document. The
experimental result shows that unsupervised methods can obtain robust per-
formance when applied to different domains, such as different products. Zhai
et al. [89] proposed a semi-supervised approach to clustering aspects which
have multiple expressions. Unlike other unsupervised methods, such as [8§],
two kinds of pre-existing knowledge (i.e., sharing words and lexical similarity
information) are exploited to generate labeled aspects which cast the un-
supervised problem into semi-supervised. The sharing words are common
words in different aspect expressions which can be used to initialize the clus-
ters of aspects. The lexical similarity information is used to extend clusters.
The evaluation results show the effectiveness of the introduced knowledge.

Ding et al. [90] performed aspect level opinion mining on a dataset from
a product discussion forum where multiple products and comparisons exist.
They proposed two approaches to deal with the extraction of explicit and im-
plicit entities respectively. The explicit entities are detected by an iterative
expansion of the entity set starting with a seed set without any annotated
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corpus. The extraction of the implicit entity is based on the explicit entities
and comparative sentences. Some rules are designed to deal with different
cases including whether a sentence is comparative and whether explicit enti-
ties exist.

Conditional opinions exist in some reviews. For example, in the sentence
“This restaurant is fairly good for having lunch.”, “for having lunch” is condi-
tion of “fairly good”. Nakayama and Fujii [91] proposed a method to extract
conditional opinions from online reviews. The conditional opinions are useful
for further analyses of reviewers’ attributes, purposes and situations. The au-
thors formulated this problem as a sequential labeling problem and adopted
CRF with these labels: BIO (i.e., Begin, Inside and Outside), Target, Aspect
and OpinionWord. In this work, Target, Aspect, OpinionWord are deter-
mined in advance which simplify the problem into three labels. Distance
information towards Target, Aspect and Opinion Word and linguistic knowl-
edge is adopted to construct the feature space. Experiment was performed
on hotel reviews in Japanese.

Thet et al. [92] took clause structures into consideration and proposed
a linguistic approach which exploits grammatical dependency structures of
clauses. The grammatical dependency structure is obtained by a depen-
dency syntactic tree, and then sub-trees which represent clauses are ex-
tracted (i.e., dividing a sentence into separate clauses which express opinions
towards the corresponding aspects). The sub-tree generation can be regarded
as a decomposition of a complex sentence into several simple sentences, which
transforms the original problem to a sentence level task. The aspect extrac-
tion in this work is simplified to a semantic annotation process which gives a
tag to each sentence by a set of predefined aspect indicating words. Lazari-
dou and Titov [93] introduced discourse structures into a generative model.
The proposed model generates discourse cues, aspects, sentiment polarities
and words sequentially.

Wang et al. [94] proposed an unsupervised model, based on restricted
Boltzmann machines. The proposed model jointly extracts the sentiment
and aspect. Similar to LDA-based models, this model incorporates aspect,
sentiment, and background variables as latent variables. However, the latent
variables in the proposed model have no conditional relationship, i.e., there
are no edges connecting the latent variables in the graphical model.
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4.4. Cross-Domain Opinion Mining

The sentiment is expressed differently in different domains, i.e., the dis-
tributions of words differ in different domains, which raises a problem on how
to exploit the information from a domain with annotated corpora to perform
opinion mining on other domains with few annotated resources. Manual
annotation requires expensive costs, which is often not practical.

First, we give the description about cross-domain opinion mining. The
source domain D, is a set of annotated corpora while the target domain
D, is unannotated. Each domain has a probability distribution of words
(Ps(Ws) and P;(W;), respectively). The opinion mining task is denoted as
T, and T;. The problem is defined as follows: given a source domain Dy
and opinion mining task T}, a target domain D, and opinion mining task 7},
the objective is to improve the performance of T; by using the knowledge
from Dy and T,. Domain adaptation methods are adopted to address this
problem and have become the commonly used techniques for cross-domain
opinion mining tasks.

Blitzer et al. |23] proposed an algorithm based on Structural Correspon-
dence Learning (SCL) [95] and a measure of domain similarity. The measure
is correlated with the adaptation of a classifier from one domain to another.
The SCL algorithm aligns sentiment words that express a similar polarity in
different domains. The original SCL algorithm selects pivots by the frequency
of words. In the proposed algorithm, mutual information between words and
the sentiment label is adopted instead. The comparison of the above two
pivot selecting methods shows that mutual information is more suitable for
opinion mining tasks. The proposed domain similarity measure is based on
Humber loss [96] and characterizes the domains by their distributions which
can be used to calculate divergence of different domains. According to the
similarity of different domains, one can determine which domain should be
labeled to obtain the best performance on all available domains. The authors
constructed a multi-domain sentiment dataset from Amazon product reviews
including four different product types (books, DVDs, electronics and kitchen
appliances). This dataset is commonly used in cross-domain opinion mining.

Liu and Zhao [24] presented a two-stage approach for the domain adapta-
tion problem of sentiment classification. In the first stage, shared sentiment
words are detected by bridging domain-specific words with common topics. If
two sentiment words (e.g., exquisite and noble) in different domains express
the same polarity (e.g., positive sentiment) in a common aspect (e.g., ap-
pearance), these words are treated similarly. In other words, the common
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aspects are the connection of domain-specific sentiment words. Based on
Probabilistic Latent Semantic Analysis (PLSA) [97], a topic model named
transfer-PLSA, which jointly models different domains, was proposed to find
topic distributions for two different datasets. In the second stage, a scheme
of retraining [98] is adopted. A classifier trained by source labeled data is
used to select informative instances in D;. These instances are appended to
the training set. Then a new classifier is trained on the extended training
set.

Pan et al. [25] proposed a framework, including graph construction and
the Spectral Feature Alignment (SFA) algorithm, to construct a new rep-
resentation of cross-domain sentiment data which reduces the gap between
domains. The words are divided into two categories: domain-specific and
domain-independent. Co-occurrence information between domain-specific
words and domain-independent words is used to construct a bipartite graph.
The spectral clustering algorithm is performed on the bipartite graph to
co-align domain-specific and domain-independent words into word clusters
which reduce the mismatches between domain-specific words and both do-
mains. He et al. [99] proposed a domain adaptation method based on a
modified JST model [72]. The modified JST model introduces a sentiment
prior distribution for words to the JST model and extracts polarity-bearing
topics which are used to augment the original feature space. Then feature
selection is performed on the augmented feature space by the information
gain. Finally, a classifier is trained on the resultant training set.

The above work [23, 124,125, 199] utilizes the similarity of different domains.
An active learning approach [100] was proposed to deal with the situation
that the word distribution differs significantly in Dy and D;. The proposed
approach employs the manually annotated data in both the sample selection
strategy and the classification algorithm. In the sample selection strategy,
two classifiers are trained on source and target domain data, respectively, and
both of them are exploited to select label-disagreed samples. Then the label-
disagreed samples are labeled manually and appended to the training set.
The sample selection iterates for several times. In the classification algorithm,
a label propagation algorithm is adopted to predict labels of unlabeled data.
Once all data are labeled, the original unlabeled data with prediction labels
and the original labeled data are combined to construct a large training
set for both source and target domains. Two classifiers are trained on the
combined training set, respectively. Finally, the labels of the unlabeled data
are determined by multiplication of posterior possibilities estimated by the

19



above classifiers.

Additionally, some work focuses on sentiment lexicon creation and ex-
pansion in the cross-domain situation. Choi and Cardie [101] focused on
domain-specific lexicon creation and proposed a lexicon adapting method
based on integer linear programming that can adapt an existing lexicon into
a new one which is more suitable for the target domain. The proposed
method takes word level polarities, negations and expression (i.e., multi-
ple words) level polarities as constrains of the optimization problem. The
modifications of the original sentiment lexicon can be obtained through the
optimization result. Bollegala et al. [102] proposed a multiple-domain sen-
timent classification method which uses an automatically created sentiment
sensitive thesaurus. The authors formulated this problem as a sentiment lex-
icon expansion problem, where additional related sentiment words from the
automatically created thesaurus are appended to feature vectors in both the
training and test periods. The appended sentiment words reduce mismatches
of sentiment polarities between the two domains. In the construction of the
sentiment sensitive thesaurus, POS tags and lemmatization are employed to
reduce sparseness in texts. Then the co-occurrence information of words and
sentiment labels in the source domain are used to construct the thesaurus.
In feature expansion, weighted correlations of candidates and existing senti-
ment words are calculated to determine which candidates would be selected.
Unlike SCL and SFA which consider a single source domain, this method can
be extended to multiple source domains.

Transfer learning plays an important role in cross-domain opinion mining.
Pan and Yang [103] provided a review of transfer learning. In the cross-
domain opinion mining, most of the situations are that Dy is labeled while D;
not. Thus domain adaptation methods are commonly used. Recently, Sun et
al. [104] provided a comprehensive survey on multi-source domain adaptation
including representative work in algorithms and theoretical results.

4.5. Cross-Lingual Opinion Mining

Sentiment resources (i.e., sentiment lexicons and annotated corpora) are
crucial for opinion mining. However, most of the available resources are in
English, which makes it difficult to perform accurate analysis for texts in
other languages, such as Chinese and Japanese. It is expensive to manu-
ally label reliable sentiment corpora or create sentiment lexicons in another
language. In this situation, the language which has abundant and reliable
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resources is called source language (e.g., English). The resource-lacking lan-
guage is called target language (e.g., Chinese, Japanese). Cross-lingual opin-
ion mining are proposed to identify sentiment polarities of texts in the target
language by the resources in the source language. It is analogous to the situa-
tion of cross-domain opinion mining where the source domain plays the same
role of the source language and the target domain plays the same role of the
target language. The common idea in recent work is also transfer learning,
and domain adaptation methods are adopted widely.

Mihalcea et al. [26] utilized a bilingual dictionary and parallel corpora to
bridge the language gap. The bilingual dictionary is used to build sentiment
lexicons in the target language by translating existing English lexicons. An
annotation projecting technique is used to create sentiment annotated cor-
pora in the target language from parallel corpora. Banea et al. [27] adopted
the Machine Translation (MT) technique to produce pseudo-corpora in the
target language instead of relying on the manually translated parallel cor-
pora. Other multilingual resources, such as Wikipediaﬁ, can be exploited for
cross-lingual analysis [29]. So far, MT becomes an important technique in
cross-lingual opinion mining. Duh et al. [105] analyzed instance mismatches
and labeling mismatches in MT-based methods and concluded that MT is
ripe for cross-lingual opinion mining. Google translatOIE], Bing translatOIﬁ,
and Microsoft translatorf] are commonly used translation engines which pro-
vide APIs to access the services conveniently. However, the sentiment shift-
ing and limited vocabulary coverage problems are unavoidable in MT, which
hinders the performance of MT-based approaches.

In the above studies |26, 27], the approaches employ classifiers (e.g., naive
Bayes and SVM) directly on the translated training set. Wan [106] performed
cross-lingual opinion mining for English and Chinese reviews. They trans-
lated Chinese reviews to English and determined sentiment polarities for
reviews in both languages by individual resource, respectively, in a lexicon-
based manner. Then ensemble methods are employed to combine the re-
sults from both languages. The experimental result shows that although MT
brings about errors into corpora, the performance is better than that using
Chinese resources alone. And the ensemble result is better than individual

Shttps://www.wikimedia.org/

"http://translate.google.com
8https://www.bing.com/translator
9https://www.microsoft.com/en-us/translator/default.aspx
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results. A co-training approach was proposed by Wan [28] where English
features and Chinese features are treated as two independent views. The
proposed approach makes use of English and Chinese reviews together to
improve classification performances. MT is also used to produce pseudo-
reviews in both Chinese and English. In the training phase, the co-training
algorithm learns two classifiers: C.,, for English reviews and C,, for Chinese
reviews. The learned classifiers C,, and C,, are used to classify unlabeled
reviews. The predicted reviews with high confidence are appended to the
training set. Then the above steps iterate for several times. Finally, unla-
beled reviews are classified by averaging the results from the English classifier
and Chinese classifier.

Cumulative noise in transfer learning hinders performances when large
training datasets are used [107]. Several methods have been developed for
reducing the noise introduced by transfers. Wei and Pal [108] regarded cross-
lingual opinion mining as a special case of the domain adaptation problem.
An SCL based approach was proposed to learn a low-dimensional represen-
tation of texts that captures similarities of sentiment words between both
languages by pivot words (i.e., words which represent similar sentiment po-
larities in both languages). The pivot words are selected by mutual infor-
mation of words in different languages. The translated texts are used only
through the pivot words. The non-pivot words are removed to reduce the in-
fluence of sentiment shifting. Chen et al. [109] proposed a credible boosting
framework to perform cross-lingual opinion mining. A knowledge valida-
tion method, including label consistency checking and linguistic distribution
checking, is adopted to prevent the negative influence from wrong knowl-
edge and distinguish knowledge with high confidence. It is different from the
co-training algorithm which transfers knowledge between each other. The
proposed framework transfers knowledge from the source language to the
target language mono-directionally. The knowledge is represented in the se-
mantic space with low-dimensional document vectors |[110], which makes it
feasible to measure distances of reviews. Knowledge validation functions ex-
ploit the distance information of reviews and their labels in both languages.
The proposed model obtains promising results, which shows the effectiveness
of knowledge validation.

MT-based methods suffer from the limited coverage of vocabulary in the
MT results. Meng et al. [111] proposed a generative Cross-Lingual Mixture
Model (CLMM) to model unlabeled bilingual parallel corpora and discover
unseen sentiment words, which improves the coverage of vocabulary. CLMM
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defines a generative mixture model for generating a parallel corpus. The un-
observed polarities of documents are introduced as hidden variable (i.e., Cj
and Cy, here s and ¢ represent “source language” and “target language”, re-
spectively) and the observed words are produced by a set of generation dis-
tributions conditioned on the hidden variables (i.e., P(w;|Cs) and P(w|C})).
The conditional probability P(w;|C;) can be used to determine the polari-
ties of texts in the target language. Standard MT techniques may rearrange
sequences of words, which introduce errors and leave some parts without
the corresponding segments in the source language [112]. To overcome this
shortcoming, Lambert [112] proposed an aspect level cross-lingual sentiment
classification method based on constrained MT which preserves opinion struc-
tures. Moses statistical MT [113] is adopted which allows customizations of
translation results.

Additionally, a sentiment lexicon in the cross-lingual situation is also im-
portant. Gao [114] treated sentiment lexicon creation as word-level sentiment
classification. First, the authors constructed a bilingual word graph where
words in different languages are represented as nodes. The edges between
words in the same language are constructed by synonym and antonym dic-
tionaries. Large parallel corpora and word alignment information are used
to construct edges between words in the different language. A bilingual word
graph label propagation algorithm was developed to identify polarities of
unlabeled words in both languages.

4.6. Summary of Reviewed Techniques

In [Table 2] we provide a summary for the reviewed techniques in this
section.

Table 2: Summary of Reviewed Techniques

‘ Level ‘ Technique Description

Supervised ap-
proaches

Document

Traditional classifiers in machine learning, such as
naive Bayes classifier, SVM and maximum entropy
classifier, are used for document level sentiment clas-
sification on various kinds of features, including un-
igram, bigram, POS tags, position information [35],
semantic features [40] and discourse features |74, [75].
Combined classifiers based on SVM and naive Bayes
classifier have also been proposed [34].
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Probabilistic
generative
model  based
approaches

Inspired by the LDA topic model, some genera-
tive models were proposed, including joint senti-
ment topic model [72] and dependency-sentiment-
LDA model [73], which model the transitions between
sentiments of words with a Markov chain.

Unsupervised
lexicon-based
approaches

Sentiment orientations of words provide sentiment in-
formation of documents and averaged sentiment ori-
entation of occurred words was used to indicate the
overall sentiment [67]. Some reweighting schemes of
sentiment orientations were proposed to improve the
performances, such as intensification and negation in-
dicators [41] and discourse structure-based reweight-
ing scheme [76].

Semi-
supervised
approaches

To reduce the dependence on annotated corpora, some
semi-supervised approaches have been proposed, in-
cluding active learning based method [69] which man-
ually labels sentimentally ambiguous documents and
co-training method [70] for imbalanced sentiment clas-
sification. Recently, an ensemble learning framework
which combines semi-supervised methods was pro-
posed [71].

Sentence

Supervised ap-
proaches

Similarly to the situation of document level opin-
ion mining, supervised classifiers are adopted. Naive
Bayes classifier and ensemble of Naive Bayes classi-
fiers were adopted for detecting subjectivity of sen-
tences [38]. CRFs were adopted for exploiting the de-
pendencies of sentences |79]. Recently, a joint segmen-
tation and classification framework was proposed [81].

Unsupervised
approaches

A graph-based approach which exploits association
and individual information from sentences was pro-
posed for sentence level subjectivity classification [39].
Similar to [67], a lexicon-based approach was proposed
for sentence level sentiment classification [32].

Semi-
supervised
approaches

Due to the lack of sentence labels, a sequential model
that combines fully supervised document labels and
less supervised sentence labels was proposed to per-
form semi-supervised classification [77].
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Fine-grained

Unsupervised
approaches

Because of the less annotation, unsupervised ap-
proaches play an important role on fine-grained level
opinion mining. For aspect detection, association
mining algorithm has been adopted [31]. And linguis-
tic knowledge, such as meronymy discriminators [63]
and part-whole patterns [86], were also taken into ac-
count. Double propagation algorithm was proposed
for joint opinion words and aspects extraction [85].
Additionally, rule-based methods are also effective for
detection of explicit entities and aspects [64]. Com-
parative sentences are used for detection of implicit
aspects [90]. Clause structures are exploited for split-
ting documents into sentences which is helpful for as-
pect detection [92].

Probabilistic
generative
model  based
approaches

LDA topic model and its variants are adopted for as-
pects detection [88] and jointly aspect and sentiment
detection [93, 194].

Semi-
supervised
approaches

An aspect clustering method which incorporates
external knowledge has been proposed for semi-
supervised aspect detection [89].

Cross-domain

Domain adap-
tion based ap-
proaches

Domain adaption methods have been widely applied
in cross-domain opinion mining, such as SCL [23]
and SFA [25] where the words are aligned according
sentiment polarities expressed in different domains.
Some probabilistic models were also adopted, includ-
ing transfer-PLSA [24] and modified JST [99]. An
active learning method was proposed to reduce label-
disagreed samples from different domains [100].

Cross-domain
lexicon based
approaches

These approaches aim at adapting original sentiment
lexicons to be domain-specific which makes them ap-
propriate for target domains |101, [102].

25




Cross-lingual

Combination
of single
lingual ap-
proaches

The main idea of these methods are bridging the gap
among different languages. Bilingual dictionaries and
existing parallel corpora are exploited to create anno-
tated pseudo-corpora [26]. Machine translation tech-
niques also achieve this end, which are less restricted
by parallel corpora [27, 112]. FEnsemble of classi-
fiers trained on different language improves perfor-
mances [106]. Some methods were proposed to reduce
the noises which are introduced by machine transla-
tion, including SCL based approach [108] and credible
boosting approach [109].

Cross-lingual
lexicon based
approaches

To improve the coverage of vocabulary in machine
translation based approaches, a label propagation al-
gorithm was developed to identify polarities of un-
labeled words in both languages [114]. To the same
end, a generative cross-lingual mixture model was pro-
posed to model unlabeled bilingual parallel corpora
and discover unseen sentiment words [111].

Semi-
supervised
approaches

A co-training approach was proposed, in which En-
glish features and Chinese features are treated as two
independent views [28§].

4.7. Available Resources

Sentiment resources, i.e., corpora and lexicons, are important for opin-
ion mining. Now we provide an overview of available resources which are

commonly used.

4.7.1. Corpora for Opinion Mining
Annotated corpora are necessary for supervised methods. [Table 3 presents
an overview of annotated corpora for opinion mining.

Table 3: Annotated Corpora for Opinion Mining

Corpora

Language

Description
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MPQA Opinion English
Corpora [115]

This corpus contains news articles

manually annotated using an anno-

tation scheme for opinions. Several

versions annotated in different levels

are provided.
http://mpga.cs.pitt.edu/corpora/mpga_corpus

Movie Review Polarity English
Dataset [35]

The latest version of this dataset con-

tains 1000 positive and 1000 negative

processed reviews.
http://www.cs.cornell.edu/people/pabo/movic

Movie Review Subjectivity English
Dataset [39]

This dataset includes 5000 subjective

and 5000 objective processed sen-

tences.
http://www.cs.cornell.edu/people/pabo/movic

Multi-Domain Sentiment English
Dataset [23]

The dataset is constructed by Amazon
product reviews for books, DVDs,
electronics and kitchen appliances.
Two kinds of datasets are available,
one with the number of stars, the
other with positive or negative labels.
https://www.cs. jhu.edu/~mdredze/datasets/s:

Besides the above manually annotated corpora, Pak and Paroubek [116]
proposed a method to collect texts with the corresponding polarities from
abundant opinionated posts in twitter, which makes it possible to construct

large corpora without manual annotation.

4.7.2. Lexicon Resources for Opinion Mining
Lexicons are important for both lexicon and machine learning approaches.
In [Table 4] we provide a brief overview of some widely used lexicons.

Table 4: Sentiment Lexicons for Opinion Mining

Lexicon Language

Description

Bing Liu’s Opinion English
Lexicon [31]

The latest version of this lexicon

includes 4,783 negative words and

2,006 positive ones.
http://www.cs.uic.edu/~1iub/FBS/sentiment-:
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MPQA Subjectivity English This lexicon includes 8,222 words with

Lexicon [117] their subjectivities (strong or weak),
POS tags and polarities.
http://mpga.cs.pitt.edu/lexicons/subj_lexic

SentiWordNet [118] English SentiWordNet associates words to
numerical scores ranging in [0.0, 1.0]
which indicate the positivity, negativ-
ity and neutrality. For each word, the
three scores sum up to 1.0.
http://sentiwordnet.isti.cnr.it/

Harvard General English Harvard General Inquirer contains

Inquirer [119] 182 categories including positive and
negative indicators. 1,915 positive
words and 2,291 negative words are
marked.
http://www.wjh.harvard.edu/~inquirer/

LIWC [120] English Linguistic Inquiry and Word Counts
(LIWC) provides a lot of categorized
regular expressions including some
sentiment related categories such as
“Negate” and “Anger”.
http://liwc.wpengine.com

HowNet [121] Chinese & HowNet provides a Chinese/English

English vocabulary for sentiment analysis,
including 8,942 Chinese entries and
8,945 English entries.
http://www.keenage.com/html/e_index.html

NTUSD [122] Chinese NTU Sentiment Dictionary provides
2,812 positive words and 8,276 neg-
ative words in both simplified and
traditional Chinese.
http://academiasinicanlplab.github.io/

Some methods have been proposed to create lexicons from some seed
words through synonyms and antonyms [31, 32, [33]. However, the above
methods are domain independent. As mentioned in Section [£.4] sentiment
orientations of words may be inconsistent in different domains, which is the
shortcoming of unsupervised methods. Learning lexicons from annotated
corpora in a particular domain would obtain a better performance [123, 124,
125].
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5. Comparative Opinion Mining

Comparison is a common way to express opinions. When reviewers post
their opinions towards a target product, it is natural to compare with re-
lated products from different aspects and the compared products are usually
potential rival products. The information contained in comparative reviews
can help enterprises discover potential risks and further improve products or
marketing strategies [4].

A comparative opinion expresses a relation of similarities or differences
between two targets [2]. The mentioned targets and preferences of opinion
holders are valuable information. To this end, comparative opinion mining
was proposed. Compared entities, comparative words and aspects can be
extracted from comparative sentences. For instance, in the sentence “Phone
X'’s screen s better than phone Y.”, “phone X” and “phone Y” are the com-
pared entities, “better” is the comparative word and “screen” is the com-
pared aspect. Obviously, “phone X7 is preferred because the comparative
word “better” expresses preference clearly. As shown above, words of com-
parative or superlative form, e.g., “better”, “worse”, and “best”, determine
the preference expressed in sentences. However, many comparative words,
e.g., “longer”, “smaller”, are not opinionated or express different sentiment
orientations (i.e., positive or negative) in different contexts. Opinions that de-
pend on contexts are called implicit opinions. For instance, the word “longer”
expresses positive orientation for entity feature “battery life” but negative for
“response time” .

Jindal and Liu [126] proposed a rule-based method for comparative sen-
tence analysis. The authors decomposed this problem into two sub-tasks:
comparative sentence identification and comparative relation extraction. Two
types of rules, Class Sequential Rules (CSRs) [127] and Label Sequential
Rules (LSRs) are designed to deal with the two sub-tasks, respectively. The
CSRs are sequential rules with class labels (i.e., “comparative” or “non-
comprative”) which can be extracted by sequential pattern mining. A naive
Bayes classifier with CSR features is trained to identify comparative sen-
tences. Then comparative sentences are classified into four types: non-equal
gradable, equative, superlative and non-gradable. The first three types of
comparative sentences are targets which are used for further analysis. The
entities, comparative words, and entity aspects are extracted by applying
LSRs on the three types of comparative sentences, respectively. However,
the proposed method does not find preferred entities.
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Ganapathibhotla and Liu [128] analyzed different forms of comparative
sentences and proposed a method to identify preferred entities for different
types of comparative sentences. The authors divided comparative sentences
into two categories: opinionated comparatives and comparatives with context-
dependent opinions. In the former case, preferred aspects could be identified
according to the comparative words. In the latter case, external information
is required to determine the preferences. Pros and Cons in reviews, which are
key words that briefly express reviewers’ opinions, are used by the proposed
method. The Pros and Cons contain important information about reviewers’
preferences. According to whether C' and A are opinionated or not, various
methods are developed to determine the preferred aspects for different cases.
When C' and A are not opinionated, a measure, called One-Side Association
(OSA), is proposed to measure the association of comparative word C' and
aspect A,

Pr(A, C) Pr(C|A) %)
Pr(A)Pr(C) (
which is used to identify preferences. Given comparative word C' and as-
pect A, the corresponding OSA values are computed for both positive and
negative cases, denoted by OSAp(A,C) and OSAN(A, C) respectively. The
OSAp(A,C) (OSAN(A, C)) reflects co-occurrence of C' and A in Pros (Cons).
Synonyms and antonyms of C' and A are also adopted in computation. If
OSAp(A,C) > OSAN(A,C), the former entity is preferred and vice versa.

For other cases, the preferences can be identified by other rules.

Xu et al. [4] proposed a CRF-based model to extract comparative relations
between products from customer reviews. Generally, one comparative word
represents one comparative relation. Some sentences that contain more than
one comparative words bring along difficulties for analysis. The proposed
model takes interdependencies among comparative relations into considera-
tion, which is useful for capturing comparative information in more complex
situations than the above work [126, [128]. The proposed model is a two-
level CRF with unfixed interdependencies. In the graphical representation of
the proposed model, the highest level represents relations, the middle level
represents entities and the bottom level represents words.

0SA (4,C) = log

6. Deep Learning for Opinion Mining

Deep learning is a kind of approach with multiple levels of representa-
tion learning, which has become popular in applications of computer vision,
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speech recognition and natural language processing. In this section, we in-
troduce some successful deep learning algorithms for natural language pro-
cessing.

With the rapid growth of deep learning, many recent studies expect to
build low-dimensional, dense, and real-valued vector as text features for opin-
ion mining without any feature engineering. The task of opinion expression
extraction is formulated as a token-level sequential labeling task. In order to
address such problem, a lot of studies use CRF or semi-CRF with manually
designed discrete features such as word features, phrase features, and syn-
tactic features [129, [130]. Recurrent Neural Networks (RNNs) are popular
models that have shown great promise in many NLP tasks. An RNN is an
extension of a conventional feedforward neural network, which is able to han-
dle variable length input sequences. Thus, RNNs are naturally applicable for
language modeling and other related tasks. Irsoy and Cardie [131] applied
Deep Recurrent Neural Networks (DRNNs) to extract opinion expressions
from sentences and showed that DRNNs outperform CRFs. The method is
constructed by stacking Elman-type RNNs on top of each other. Every layer
of the DRNN treats the memory sequence from the previous layer as the
input sequence, and computes its own memory representation. In the field of
NLP, syntactic parsing is also a central task because of its importance in me-
diating between linguistic expressions and meanings. Socher et al. [132,133]
introduced a Compositional Vector Grammar (CVG), which combines Prob-
abilistic Context-Free Grammars (PCFGs) with a syntactically untied RNN
that learns syntactic-semantic, compositional vector representations. Socher
et al. [55] proposed a model called Recursive Neural Tensor Network (RNTN).
They represented a phrase through word vectors and a parsing tree and then
computed the vectors for higher nodes in the tree by the same tensor-based
composition function. Paulus et al. [134] investigated an analogous tree struc-
tured RNN for fine-grained sentiment analysis.

Over the years researchers have developed more sophisticated types of
RNNs to deal with some of the shortcomings of the vanilla RNN model.
Bidirectional RNNs are based on the idea that the output at time ¢ may de-
pend on not only previous elements in the sequence, but also future elements.
For example, to predict a missing word in a sequence one would look at both
the left and the right context. Bidirectional RNNs are quite simple. They
are just two RNNs stacked on top of each other. The output is then com-
puted based on the hidden states of both RNNs. Deep bidirectional RNNs
are similar to bidirectional RNNs, though we now have multiple layers per
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time step. In practice this gives us a higher learning capacity. Mikolov et
al. [135, [136] presented several modifications of the original RNN language
model.

Long Short-Term Memory (LSTM) [137] is specifically designed to model
long-term dependencies in RNNs. LSTMs do not have a fundamentally dif-
ferent architecture from RNNs, but they use a different function to compute
the hidden states. The memories in LSTMs are called cells which take the
previous state h;_; and current observation x; as inputs. Internally these
cells decide what to keep in and what to erase from memory. They then
combine the previous state, current memory, and current observation. It
turns out that these types of units are very efficient at capturing long-term
dependencies. LSTMs have obtained strong results on a variety of sequence
modeling tasks. Sequential models like RNNs and LSTMs are also verified as
powerful approaches for semantic composition [138]. Liu el al. [139] proposed
a general class of discriminative models based on RNNs and word embed-
dings that can be successfully applied to fine-grained opinion mining without
any task-specific feature engineering effort.

Another powerful neural network for semantic composition is Convolu-
tional Neural Networks (CNNs). Kalchbrenner el at. [140] described a con-
volutional architecture called Dynamic Convolutional Neural Networks (DC-
NNs) for semantically modeling of sentences. The network uses dynamic k-
max pooling, a global pooling operation over linear sequences. The network
handles input sentences with variable lengths, and induces a feature graph
over the sentences. The feature graph is capable of explicitly capturing short
and long-range relations.

In the meantime, the advances in word representation using neural net-
works have contributed to the advances in opinion mining by using deep
learning methods. A pioneering work in this field is given by Bengio et
al. [141]. The authors introduced a neural probabilistic language model that
learns a continuous representation for words and a probability function for
word sequences based on the word representations. Mikolov et al. [142, [143]
introduced Continuous Bag-of-Words (CBOW) and skip-gram language mod-
els, and released the popular word2vedY toolkit. The CBOW model predicts
the current word based on the embeddings of its context words, and the skip-
gram model predicts surrounding words according to the embedding of the

Ohttps://code.google.com/p/word2vec/
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current word. Pennington et al. [144] introduced Global Vectors for Word
Representation (GloVe), an unsupervised learning algorithm for obtaining
vector representations of words. Training is performed on aggregated global
word-word co-occurrence statistics from a corpus, and the resultant repre-
sentations show interesting linear substructures of the word vector space.

7. Opinion Summarization

We have introduced the classification and analysis techniques for reviews
or other opinionated texts. Now we turn to introduce opinion summarization.
Opinion summarization can be regarded as multi-document summarization.
However, it is quite different from traditional text summarization, since the
opinion summarization focuses on the opinionated parts and the correspond-
ing sentiment orientations while traditional summarization focuses on ex-
tracting informative parts and removing redundancy [1]. As we mentioned
in Section [4.3], aspect level opinion mining extracts entities and aspects with
sentiment polarities which can be used to provide summaries by ranking
them according to sentiment strengths [31]. More discussions can be found
in [145]. This form of summarization is called aspect-based opinion summa-
rization and is commonly adopted in industrial communities. In this section,
we mainly discuss the summarization techniques for opinion mining, includ-
ing both abstractive and extractive approaches.

Carenini [146] presented and compared two traditional summarization
approaches for opinion summarization. The proposed sentence extraction
approach is based on MEAD [147], which is a framework for multi-document
summarization. The author indicated that sentence extraction based sum-
marization cannot provide quantitative information, such as the frequency of
each aspect and ratio of each sentiment orientation. The proposed language
generation approach performs aspect level opinion mining firstly. Then it
aggregates the extracted information according to the importance of aspects
and the strength of sentiments. Finally, the summary is produced by a gen-
erator of evaluative arguments [148]. Quantitative information is involved in
the generated summary.

Lerman et al. [149] analyzed the result of human evaluation for various
sentiment summarizers. The authors found that summarizers with sentiment
information are favored, which indicates the necessity of aspect level opinion
mining. The authors proposed an improved opinion summarizer that exploits
multiple summarizers. The human evaluation data are adopted to train a
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preference ranking classifier which is used to determine the most appropriate
summary from all summarizers.

Nishikawa et al. [150] formulated opinion summarization as an optimiza-
tion problem in a graph. In the graph, each node represents a sentence.
The proposed algorithm is an extractive method which constructs a path
that passes through several sentence nodes. The objective function of the
optimization problem is the sum of content scores which measures the im-
portance of sentences and coherence scores which measures coherence degrees
between sentences according to various sentence features including content
words, POS tags of content words, named entity tags and conjunctions. With
a constraint on the summary length, a path that has a maximum function
value is constructed. The sentences in this path constitute the summary.

Gerani et al. [151] took discourse structures into account and proposed
an abstractive summarization approach for product reviews. The first step
is parsing reviews to discourse trees and modifying the trees to ensure that
leaf nodes only contain aspect words. Then the aspect discourse trees are ag-
gregated to generate a directed graph where each node represents an aspect
with an importance measure, and each edge represents the relation between
two aspect nodes with the corresponding strength of the relation. The rela-
tion represents the variation of the importance measure from one aspect to
another. The most important aspects with the corresponding relations be-
tween them are selected by the PageRank algorithm. Finally, based on the
selected aspects and relations, a template-based natural language generation
framework is employed to generate summaries. The importance measures, re-
lation types, and relation strengths are used to determine the polarity words,
connective words, quantifiers and so on.

8. Advanced Topics

As the increase of user generated contents, such as online product re-
views, a large amount of information is available as references to make pur-
chase decisions for individuals and develop strategies for enterprises [3, |5, 14].
However, online reviews are not always credible as the existence of fake re-
views, and the quality of reviews is uneven, which makes it difficult to obtain
useful information quickly. Opinion spam detection and usefulness measure-
ment of reviews are proposed to deal with the above problems, respectively.
Both tasks aim to improve the effectiveness of opinion mining but in dif-
ferent manners: opinion spam detection reduces the suspect reviews while
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usefulness measurement emphasizes the credible ones. It is worth noting that
these tasks are not quite the same as previous opinion mining tasks: much
non-textual information is integrated into the feature space, such as reviewer
information, reviewers’ activities.

8.1. Spam Detection

Opinion spam is quite different from other spam, such as email spam,
since opinion spam is a kind of deception which is hard to determine even for
humans [152]. Additional non-textual information plays an important role
for opinion mining.

Jindal and Liu [152] showed the particularity of opinion spam and pro-
posed a supervised approach to determine whether reviews are fake or not.
The review content, reviewer information and product information are adopted
to construct the feature space. Instead of detecting the fake reviews, some
approaches are proposed to find the spammers who post fake reviews fre-
quently. Mukherjee et al. [18] proposed an unsupervised generative model
which treats the spamicity of a reviewer as a latent variable. This model
assumes that behavioral distributions of spammers and non-spammers are
different, and clusters reviewers into two classes. Various reviewer and re-
view features are extracted, such as review content similarities, the number
of reviews, reviewing burstiness, the ratio of the first reviews, duplicate/near
duplicate reviews, extreme rating, rating deviations, early time frames and
rating abuses.

Recently, Li et al. [17] presented the first large-scale analysis of restaurant
reviews filtered by Dicmpm. The dataset from Dianping contains richer
information than previous ones, including users’ IP addresses and users’ pro-
file. The temporal and spatial patterns of spammers were studied.

8.2. Usefulness Measurement

Typically, three factors are involved in reviews: reviewer, product, and
rater. The usefulness of a review is commonly reflected by the raters, which
avoids the unsupervised situation confronted in opinion spam detection [2].
Usefulness measurement of reviews aims to rank the reviews according to
the degree of usefulness, which is usually formulated as a regression problem
with the features of review lengths, review rating scores, POS tags, senti-
ment words, tf-idf weighting scores and so on [153, [154]. Other features are

"https://www.dianping. com/
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also taken into account, such as the subjectivity of reviews, reviewers’ ex-
pertises, the timeliness of reviews, and review styles and social contexts of
reviewers [19, 20, 21, 22]. The above approaches assume that the helpfulness
of a review is independent of the raters. However, the raters evaluate the
helpfulness according to their backgrounds, and the corresponding influences
should be taken into consideration. To this end, Moghaddam et al. [155]
proposed tensor factorization-based models to predict the personalized re-
view quality. The factorization is performed on the three-dimensional tensor
rater X reviewer X product. The proposed models outperform regression ap-
proaches.

9. Challenges and Open Problems

We now turn to discuss some challenges and open problems for opinion
mining.

9.1. Annotated Corpora

Semi-supervised and unsupervised approaches have been employed to deal
with the lack of annotated corpora [109, 128, 108, 23, 194]. However, the an-
notated corpora are still crucial for improving the performances of opinion
mining systems. Most of the existing annotated corpora are in English, which
is the main obstacle for opinion mining in other languages. In cross-lingual
opinion mining, the existing methods, such as transfer learning and ma-
chine translation based methods, have their respective drawbacks (i.e., the
cumulative error in transfer learning, and the sentiment shifting and lim-
ited vocabulary coverage problem in machine translation). Moreover, the
annotations are most at the document or sentence level. For fine-grained
opinion mining, manual annotation is unavoidable to some extent [91]. In
terms of machine learning, large training sets make sense for obtaining bet-
ter performances [116, 123, [124, [125]. As a whole, sophisticated approaches
are required to deal with this situation and more efforts on annotation are
expected.

9.2. Cumulative Errors from Preprocessing

Opinion mining is a high-level NLP task which depends on several sub-
tasks, including word segmentation, POS tagging and parsing. Word seg-
mentation is important for some languages, such as Chinese, Japanese. POS
tagging and parsing are used to producing useful information for sentiment
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classification [35, 138,160, 61, 162, 92] and entity/aspect extraction [31, 163, [64].
Although such sub-tasks have achieved promising performance for news or
other canonical documents, it is unsatisfactory when applied to reviews which
are usually not grammatical. This problem is worse for Chinese as it is more
flexible than English. To deal with this problem, more accurate approaches
for free form documents are required, and end-to-end approaches are expected
to bypass the preprocessing steps.

9.5. Deep Learning

Deep learning is an emerging field of machine learning for both research
and industrial communities. It has been applied to sentiment classification,
aspect extraction, lexicon creation and so on [131, 134, 139]. And some work
has incorporated sentiment information into word representation learning.
However, other subfields of opinion mining, such as opinion summarization,
have not been studied much. In addition, deep learning has greatly improved
the state-of-the-art of computer vision and speech recognition. However, it
did not obtain such a remarkable improvement for NLP, which indicates that
more efforts are needed on developing deep learning approaches for NLP. In
summary, how to improve the existing work and discover new applications of
deep learning for opinion mining are the problems that need further studies.

10. Conclusion

In this paper, we introduced the problem of opinion mining and gave a
brief illustration for information fusion in opinion mining. We investigated
various approaches to opinion mining for different levels and situations. Opin-
ion mining for comparative sentences was introduced separately as the par-
ticularity of comparative sentences. We presented some representative work
of deep learning for NLP and the progress of deep learning for opinion min-
ing. Then two forms of opinion summarization were introduced. After that,
we investigated opinion spam detection and usefulness measurement which
have great significance for practical applications. Finally, we discussed some
challenges and open problems in opinion mining, which require further re-
search.
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