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Abstract

Multi-view learning is an emerging direction in machine learning which considers learn-

ing with multiple views to improve the generalization performance. Multi-view learning

is also known as data fusion or data integration from multiple feature sets. Since the last

survey of multi-view machine learning in early 2013, multi-view learning has made great

progress and developments in recent years, and is facing new challenges. This overview

first reviews theoretical underpinnings to understand the properties and behaviors of multi-

view learning. Then multi-view learning methods are described in terms of three classes to

offer a neat categorization and organization. For each category, representative algorithms

and newly proposed algorithms are presented. The main feature of this survey is that

we provide comprehensive introduction for the recent developments of multi-view learn-

ing methods on the basis of coherence with early methods. We also attempt to identify

promising venues and point out some specific challenges which can hopefully promote

further research in this rapidly developing field.
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Co-regularization, Margin consistency

1. Introduction

Multi-view data are very common in real world applications. Many data are often

collected from different measuring methods as particular single-view data cannot compre-

hensively describe the information of all examples. For instance, for images and videos,

color information and texture information are two different kinds of features, which can

be regarded as two-view data. In web page classification, there are often two views for

describing a given web page: the text content of the web page itself and the anchor text

of any web page linking to this web page. It is significant to make good use of the in-

formation from different views. A well designed multi-view learning strategy may bring

performance improvements.

Multi-view learning aims to learn one function to model each view and jointly opti-

mizes all the functions to improve the generalization performance. A naive solution for

multi-view learning considers concatenating all multiple views into one single view and

applies single-view learning algorithms directly. However, the drawbacks of this method

are that the over-fitting problem will arise on comparatively small training sets and the

specific statistical property of each view is ignored. A noteworthy merit for multi-view

learning is that performance on a natural single view could still be improved by using

manually generated multiple views. It is important and promising to study multi-view

learning methods.

Since our last review paper on multi-view machine learning [1] that was published

in early 2013, multi-view learning has made great progress and developments. No matter

from the perspective of utilizing data information from multiple views or from the perspec-

tive of the machine learning branches being applied to, the newly proposed multi-view

learning methods show advantages to some extent. These multi-view learning methods
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may inspire methodological research and practical applications as well. Therefore, it is

necessary to introduce the recent developments of multi-view learning, and analyze their

characteristics as well as promising applications. Compared with the previous review pa-

per, the content and structure in this paper are brand new. First, we provide comprehensive

introduction for the more recent developments of multi-view learning methods on the ba-

sis of coherence with early methods. Further, in order to show a clear structure of the

multi-view learning methods, the multi-view learning methods are summarized through

a new kind of categorization from a relatively high level. In addition, many additional

useful datasets and software packages are introduced to offer helpful advice. Finally, we

discuss several latest open problems and challenges which may provide promising venues

for future research.

Specifically, in this paper, multi-view learning methods are divided into three major

categories: co-training style algorithms, co-regularization style algorithms and margin-

consistency style algorithms. 1) Co-training style algorithms are enlightened by co-training

[2]. Co-training is one of the earliest methods for multi-view learning for which learn-

ers are trained alternately on two distinct views with confident labels for the unlabeled

data. For example, co-EM [3], co-testing [4], and robust co-training [5] belong to this

co-training style algorithm. 2) For co-regularization style algorithms, the disagreement

between the discriminant or regression functions of two views is regarded as a regulariza-

tion term in the objective function. Sparse multi-view SVMs [6], multi-view TSVMs [7],

multi-view Laplacian SVMs [8] and multi-view Laplacian TSVMs [9] are representative

algorithms. 3) Besides the two conventional style algorithms, margin-consistency style

algorithms are recently proposed to make use of the latent consistency of classification

results from multiple views [10, 11, 12, 13]. They are realized under the framework of

maximize entropy discrimination (MED) [14]. Different from the co-regularization style

algorithms which make restrictions on the discriminant or regression functions from mul-
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tiple views, margin-consistency style algorithms model the margin variables of multiple

views to be as close as possible, and constrain that the product of every output variable

and discriminant function should be greater than every margin variable. Particularly, in

the margin-consistency style algorithms, the values of multiple views’ discriminant func-

tions may have large difference.

Besides the latest proposed multi-view learning strategies, some detailed multi-view

learning algorithms are successively put forward for specific machine learning tasks. These

algorithms can be summarized as multi-view transfer learning [15, 16, 17], multi-view di-

mensionality reduction [18, 19, 20], multi-view clustering [21, 22, 23, 24, 25, 26, 27, 28],

multi-view discriminant analysis [29, 30], multi-view semi-supervised learning [8, 9] and

multi-task multi-view learning [31, 32, 33, 34, 35].

This overview aims to review key advancements in the field of multi-view learning on

theoretical progress and the latest methodologies, and also point out future directions. The

remainder of this paper is organized as follows. In Section 2, we introduce theoretical

progress on multi-view learning, primarily focusing on PAC-Bayes bounds of multi-view

learning. Section 3 surveys representative multi-view learning approaches in terms of three

strategies of utilizing multi-view data information, and also provides the corresponding

recent application progress. In Section 4, we describe widely used multi-view data sets and

representative software packages which can provide supports for experimental purpose. In

Section 5, we present some challenging problems which may be helpful for promoting

further research of multi-view learning. Concluding remarks are given in Section 6.

2. Theoretical Progress on Multi-view Learning

In order to understand the characteristics and performance of multi-view learning ap-

proaches, some generalization error analysis was successively provided, which is based

on PAC-Bayes theory and Rademacher complexity theory. Here we introduce two kinds
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of recently proposed generalization error analysis, PAC-Bayes bounds and Rademacher

complexity based generalization error bounds.

2.1. PAC-Bayes Bounds

Probably approximately correct (PAC) analysis is a basic and very general method

for theoretical analysis in machine learning. It has been applied in co-training [36, 37].

PAC-Bayes analysis is a related technique for data-dependent theoretical analysis, which

often gives tight generation bounds [38]. Blum and Mitchell [39] presented the original

co-training algorithm for semi-supervised classification and gave a PAC style analysis for

justifying the effectiveness of co-training. They showed that when two prerequisite as-

sumptions that (1) each view is sufficient for correct classification and (2) the two views of

any example are conditionally independent given the class label are satisfied, PAC learning

ability on semi-supervised learning holds with an initial weakly useful predictor trained

from the labeled data. However, the second assumption of co-training tends to be too rig-

orous for many practical applications. Thus several weaker assumptions have been consid-

ered [40] [41]. The PAC generalization bound for co-training provided by Dasgupta et al.

[36] shows that the generalization error of a classifier from each view is upper bounded by

the disagreement rate of the classifiers from the two views.

Recently, Sun et al. [42] proposed multiple new PAC-Bayes bounds for co-regularization

style multi-view learning methods, which are the first application of PAC-Bayes theory to

multi-view learning. They made generalization error analysis for both supervised and

semi-supervised multi-view learning methods.

2.1.1. Supervised Multi-view PAC-Bayes Bounds

PCA-Bayes analysis for multi-view learning requires making assumptions for the dis-

tributions of weight parameters. The distribution on the concatenation of the two weight

vectors u1 and u2 is assumed as their individual product multiplied by a weight function
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which measures how well the two weights agree averagely on all examples. That is, the

prior is P([u>1 ,u
>
2 ]>) ∝ P1(u1)P2(u2)V(u1,u2), where P1(u1) and P1(u2) are Gaussian dis-

tributions with zero mean and identity covariance, and V(u1,u2) = exp
{
− 1

2σ2E(x1,x2)(x>1 u1 − x>2 u2)2
}
.

To specialize the PAC-Bayes bound for multi-view learning, they considered classifiers

of the form c(x) = sign(u>φ(x)) where u = [u>1 ,u
>
2 ]> is the concatenated weight vector

from two views, and φ(x) can be the concatenated x = [x>1 , x
>
2 ]> itself or a concatenation

of maps of x to kernel-induced feature spaces. Note that x1 and x2 indicate features of one

example from the two views, respectively. For simplicity, they use the original features to

derive their results, though kernel maps can be implicitly employed as well.

According to the setting, the classifier prior is fixed to be

P(u) ∝ N(0, I) × V(u1,u2), (1)

where function V(u1,u2) makes the prior place a large probability mass on parameters with

which the classifiers from two views agree well on all examples averagely. The posterior

is chosen to be of the form

Q(u) = N(µw, I), (2)

where ‖w‖ = 1. Define x̃ = [x>1 ,−x>2 ]>. The following is obtained

P(u) ∝ N(0, I) × V(u1,u2)

∝ exp
{
−

1
2

u>
(
I +
E(x̃x̃>)
σ2

)
u
}
.

That is, P(u) = N(0,Σ) with Σ =
(
I +

E(x̃x̃>)
σ2

)−1
.

Suppose dim(u) = d. Given the above prior and posterior, their divergence is charac-

terized by the following lemma.

Lemma 1. [42]

KL(Q(u)‖P(u)) =
1
2

(
− ln(

∣∣∣∣I +
E(x̃x̃>)
σ2

∣∣∣∣) +
1
σ2E[x̃>x̃ + µ2(w>x̃)2] + µ2

)
. (3)
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In addition, they provided and proved two inequalities on the involved logarithmic

determinant function, which are very important for the subsequent multi-view PAC-Bayes

bounds.

Lemma 2.

− ln
∣∣∣∣I +
E(x̃x̃>)
σ2

∣∣∣∣ ≤ −d lnE
[∣∣∣∣I +

x̃x̃>

σ2

∣∣∣∣1/d], (4)

− ln
∣∣∣∣I +
E(x̃x̃>)
σ2

∣∣∣∣ ≤ −E ln
∣∣∣∣I +

x̃x̃>

σ2

∣∣∣∣. (5)

Denote R = supx̃ ‖x̃‖. From inequality (4), a new multi-view PAC-Bayes bound is

derived as follows.

Theorem 1 (Multi-view PAC-Bayes bound 1). Consider a classifier prior given in (1)

and a classifier posterior given in (2). For any data distributionD, for any δ ∈ (0, 1], with

probability at least 1 − δ over S ∼ Dm, the following inequality holds

∀w, µ : KL+(ÊQ,S ||EQ,D) ≤

−d
2 ln

[
fm − ( d

√
(R/σ)2 + 1 − 1)

√
1

2m ln 3
δ

]
+

+ Hm
2σ2 +

(1+µ2)R2

2σ2

√
1

2m ln 3
δ

+
µ2

2 + ln
(m+1
δ/3

)
m

,

where

fm =
1
m

m∑
i=1

∣∣∣∣I +
x̃ix̃>i
σ2

∣∣∣∣1/d,
Hm =

1
m

m∑
i=1

[x̃>i x̃i + µ2(w>x̃i)2],

and ‖w‖ = 1.

From the bound formulation, we see that if (w>x̃i)2 is small, that is, if the outputs of

the two views tend to agree, the bound will be tight. Note that, although the formulation
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of fm involves the outer product of feature vectors, it can actually be represented by the

inner product, which is obvious through the following determinant equality [42],∣∣∣∣I +
x̃ix̃>i
σ2

∣∣∣∣ =
x̃>i x̃i

σ2 + 1. (6)

The matrix x̃ix̃>i has rank 1 and has only one nonzero eigenvalue.

Then inequality (5) instead of (4) was used to derive a d-independent bound (see The-

orem 2 below), which is independent of the dimensionality of the feature representation

space.

Theorem 2 (Multi-view PAC-Bayes bound 2). Consider a classifier prior given in (1)

and a classifier posterior given in (2). For any data distributionD, for any δ ∈ (0, 1], with

probability at least 1 − δ over S ∼ Dm, the following inequality holds

∀w, µ : KL+(ÊQ,S ||EQ,D) ≤
f̃ /2 + 1

2

(
(1+µ2)R2

σ2 + ln(1 + R2

σ2 )
)√

1
2m ln 2

δ
+

µ2

2 + ln
(m+1
δ/2

)
m

,

where

f̃ =
1
m

m∑
i=1

( 1
σ2 [x̃>i x̃i + µ2(w>x̃i)2] − ln

∣∣∣∣I +
x̃ix̃>i
σ2

∣∣∣∣),
and ‖w‖ = 1.

Since this bound is independent of d and the term
∣∣∣∣I +

x̃ix̃>i
σ2

∣∣∣∣ involving the outer product

can be represented by the inner product through (6), this bound can be employed when the

dimension of the kernelized feature space goes to infinity.

By changing the prior distribution of u, and applying the two inequality (4) and (5)

respectively, another four PAC-Bayes bounds can be deduced [42].

2.1.2. Semi-supervised Multi-view PAC-Bayes Bounds

PAC-Bayes analysis was considered for semi-supervised multi-view learning, where

besides the m labeled examples, u unlabeled examples U = {X̃}m+u
j=m+1 are further provided.
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In this case, the weight function V(u1,u2) was replaced with Ṽ(u1,u2), which has the

form Ṽ(u1,u2) = exp
{
− 1

2σ2 u>EU(x̃x̃>)u
}
, where EU means the empirical average over the

unlabeled set U. There are two kinds of semi-supervised multi-view PAC-Bayes bounds

by using the noninformative prior and informative prior. If the prior distribution of u is

assumed as P(u) ∝ N(0, I)×V(u1,u2), the semi-supervised multi-view PAC-Bayes bound

is derived as Theorem 11 in Sun et al. [42]. If the prior distribution of u is assumed as

P(u) ∝ N(ηWp, I) × V(u1,u2), where Wp = E(x,y)∼D[yx] with x = [x>1 , x
>
2 ]>, the semi-

supervised multi-view PAC-Bayes bound is derived as Theorem 12 in Sun et al. [42].

2.2. Rademacher Complexity Based Generalization Error Bounds

Another attempt to analyze the generalization of two-view learning was made us-

ing Rademacher complexity [43]. Farquhar et al. [44] analyzed the generalization error

bounds of SVM-2K, which rely on the empirical estimate for Rademacher complexity.

Szedmak and Shawe-Taylor [45] characterized the generalization performance of its ex-

tended version for semi-supervised learning. Rosenberg and Bartlett [46] gave the empir-

ical Rademacher complexity of co-regularized least squares. Then Sindhwani and Rosen-

berg recovered the generalization bound [47]. Sun and Shawe-Taylor [6] proposed a sparse

semi-supervised learning framework using Fenchel-Legendre conjugates and instantiated

an algorithm named sparse multi-view SVMs. They gave the generalization error bound

of the sparse multi-view SVMs. Sun also presented multi-view Laplacian SVMs whose

generalization error analysis and empirical Rademacher complexity were provided as well

[8].

Recently, Xu et al. [48] proposed a multi-view intact space learning algorithm, which

integrates the encoded complementary information in multiple views to discover a latent

intact representation of data. Simultaneously, they proposed a new definition of multi-view

stability and derived the generalization error bound based on the multi-view stability and
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Rademacher complexity, which shows that the complementarity between multiple views

is beneficial for the stability and generalization.

3. Multi-view Learning Methods

From the perspectives of strategies of utilizing multi-view data information, multi-view

learning methods can be divided into three major categories: co-training style algorithms,

co-regularization style algorithms and margin-consistency style algorithms.

Co-training style algorithms are a kind of mechanisms of multi-view learning which

override on single-view learning algorithms. They are mostly used for solving semi-

supervised problems. Co-training style algorithms make use of multiple views of data

to iteratively learning multiple classifiers that can provide predicted labels for the un-

labeled data for each other. Co-regularization style algorithms often add regularization

terms of discriminant or regression function onto the objective function. The regular-

ization terms constrain that the prediction results from multiple views should be close.

Margin-consistency style algorithms model the margin variables from multiple views to

be consistent in the framework of MED [14]. Instead of making restrictions directly on

the discriminant or regression function, margin-consistency style algorithms constrain that

the product of every output variable and discriminant function should be greater than ev-

ery margin variable. In margin-consistency style algorithms, the values of multiple views’

discriminant functions may have large difference.

We first show the outline of multi-view learning methods in Table 1 in terms of repre-

sentative algorithms and applications to machine learning problems corresponding to each

category. Then we will introduce the three categories of multi-view learning methods and

the progress on multi-view machine learning applications in detail in the following sub-

sections. We hope that the descriptions of the multi-view learning methods under different
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Table 1: The outline of multi-view learning methods.

Category Representatives Applications

co-training

co-training [2, 5]

co-EM [3]

co-testing [4]

co-clustering [15]

multi-view semi-supervised learning

multi-view transfer learning

co-regularization

CCA [49]

DCCA [50]

MvDA [51]

MULDA [30]

SVM-2K [44]

MvTSVM [7]

multi-view dimension reduction

multi-view clustering

multi-view supervised learning

multi-view semi-supervised learning

margin consistency

MVMED [10]

SMVMED [12]

MED-2C [13]

multi-view classification

categories and applications under different machine learning problems could provide some

inspirations for multi-view researchers.

3.1. Co-training Style Algorithms

Co-training was originally proposed for the problem of semi-supervised learning, in

which there is access to labeled as well as unlabeled data. It considers a setting in which

each example can be partitioned into two distinct views, and makes two main assumptions

for success: sufficiency and conditional independence. In order to deal with more kinds

of multi-view learning tasks, the idea of co-training was employed and some extended co-
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training style algorithms are developed such as co-EM [3], co-testing [4] and co-clustering

[15]. In addition, some interesting and valuable analysis for co-training style algorithms

was made, which promotes the developments of co-training.

Wang and Zhou [52] showed that co-training can work without two views when the two

learners have large difference, and co-training could not improve the performance further

after many learning rounds. A series of deep analysis revealed some interesting properties

of co-training, for example on the large-diversity of classifiers [52], label propagation

over two views [53] and co-training with insufficient views [54]. They further provided

a sufficient and necessary condition for co-training to succeed with proper assumptions.

Nigam and Ghani [3] showed that co-training on multiple views manually generated by

random splits of features can result in performance improvements even when no natural

multiple views are available. They also proposed co-EM algorithm which extends the

original bootstrap method of the co-training algorithm to operate simultaneously on all

unlabeled samples in an iterative batch mode [3]. Brefeld and Scheffer [55] successfully

developed a co-EM version of support vector machines. Muslea et al. [56] introduced co-

testing, which is a novel approach to combine active learning with multiple views. Then

they combined co-testing with co-EM, and derived a novel method called co-EMT [57].

The original co-training algorithm can not examine the reliability of labels obtained by

the classifiers from each view. Even very few inaccurately labeled examples can deterio-

rate the performance of learned classifiers to a large extent. To overcome this drawback,

Sun and Jin [58] proposed robust co-training, which integrates CCA to inspect the predic-

tions of co-training on the unlabeled training data. Yu et al. [59] proposed an improved

version of co-training called Bayesian co-training with the Bayesian undirected graphical

model. The model can query <example, view> pairs to improve the learning performance.

Zhao et al. [60] presented an algorithm that combines the simplicity of k-means clustering

and linear discriminant analysis within a co-training scheme, which exploits labels learned
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automatically in one view to learn discriminative subspaces in another.

Multi-view Transfer Learning Based on Co-training Transfer learning is an emerg-

ing and active topic which learns a new task through the transfer of knowledge from a

related task that has already been learned. Chen et al. [61] presented a variant of co-

training for domain adaptation which connects source and target domains whose distri-

butions can differ substantially. Xu and Sun [62, 63] proposed an algorithm involving a

variant of EMV-Adaboost for multi-view transfer learning and further extended it to mul-

tiple source case. Zhang et al. [64] proposed multi-view transfer learning with a large

margin approach. On one hand, labeled data from the source domain are effectively uti-

lized to construct a large margin classifier. On the other hand, data from both domains are

employed to impose consistencies among multiple views. Yang and Gao [15] proposed

an information-theoretical multi-view adaptation model that combines the paradigms of

multi-view learning and domain adaptation based on a co-clustering framework, and aims

to transfer knowledge across domains in multiple subspaces of features complementarily.

They incorporated multiple views of data in a perceptive transfer learning framework and

proposed a multi-view discriminant transfer learning approach for domain adaptation [16].

Tan et al. [17] proposed a novel algorithm to leverage knowledge from different views and

sources collaboratively, by assuring different views from different sources to complement

each other through a co-training style framework.

3.2. Co-regularization Style Algorithms

Co-regularization style algorithms usually add regularization terms to the objective

function to make sure that data from multiple views are consistent. The regularization

styles can be summarized as three different ways. (1) One is to construct linear or nonlinear

transformations from the original space in different views to a new space, and constrain

that the multiple transformed feature sets should be as close as possible. Typical methods
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for this kind of regularization are CCA based algorithms. (2) Another one is to apply

the label information to the space transformation based algorithms, and add constrains

for intra-class and inter-class characteristics. These kinds of algorithms are mostly based

on discriminative CCA and multi-view linear discriminate analysis (LDA). (3) The third

one is to combine the data and label information by use of classifiers or regressors, and

regularize that the outcomes got by classifiers or regressors from multiple views should

be as consistent as possible. Multi-view SVMs and multi-view twin SVMs are recently

proposed and representative algorithms for this kind of regularization.

3.2.1. CCA Based Algorithms

One representative co-regularization style algorithm is canonical correlation analysis

(CCA) [65, 66, 49]. CCA is an approach to correlating linear relationships between two-

view feature sets. It seeks linear transformations each for one view such that the correlation

between these transformed feature sets is maximized in the common subspace while reg-

ularizing the self covariance of each transformed feature sets to be small enough. The aim

of CCA is to find two projection directions wx and wy corresponding to each view, and

maximize the following linear correlation coefficient

cov
(
wT

x X,wT
y Y

)
√

var
(
wT

x X
)

var
(
wT

y Y
) =

wT
x Cxywy√(

wT
x Cxxwx

) (
wT

y Cyywy

) , (7)

where the covariance matrices Cxy, Cxx and Cyy are calculated as Cxy = 1
n XYT , Cxx =

1
n XXT , Cyy = 1

nYYT . The constant 1
n can be canceled out when calculating the correlation

coefficient. Since wx, wy are scale-independent, the objective expressed by (7) is equivalent

to the following optimization problem

maxwx,wy wT
x Cxywy

s.t. wT
x Cxxwx = 1, wT

y Cyywy = 1.
(8)
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The optimal solution for the projection directions wx and wy can be obtained through solv-

ing a generalized eigenvalue problem as 0 Cxy

Cyx 0


wx

wy

 = λ

Cxx 0

0 Cyy


wx

wy

 . (9)

Here, 0 represents the zero vector with an appropriate number of zero elements.

It’s worth mentioning that maximizing correlation as in (8) corresponds to minimizing

the empirical expectation of the pattern function gwx,wy(X,Y) = ||wxX − wyY ||2 subject to

the same conditions [67]. Seen from this pattern function which constrains that the value

of two views’ projection functions should be as identical as possible, CCA is actually a

kind of co-regularization style algorithms.

Kernel canonical correlation analysis (KCCA) [68, 69, 70, 71] is an kernel extension

of CCA for pursuing maximally correlated nonlinear projections. The desired projection

vectors wφ
x and wφ

y can be expressed as a linear combination of all training examples in the

feature space, and there exist coefficient vectors a = [a1, ..., an]> and b = [b1, ..., bn]>, such

that

wφ
x =

n∑
i=1

aiφx(xi) = φ(X)a, wφ
y =

n∑
i=1

biφy(yi) = φ(Y)b. (10)

Substituting (10) into (8) and using the definition of the kernel matrix, one can formulate

the optimization problem of KCCA as

maxa,b aT KxKyb

s.t. aT KxKxa = 1, bT KyKyb = 1,
(11)

which can be solved in a similar way like CCA.

Bayesian CCA, Deep CCA and Tensor CCA CCA has attracted a lot of researchers

in past years [72, 73]. CCA has been extended to sparse CCA [74, 75] and has been

widely used for multi-view classification [76], clustering [77], regression [78], etc. Bach
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and Jordan [79] gave a probabilistic interpretation of CCA, such that the maximum likeli-

hood estimates of the model parameters can be derived from CCA. Given this probabilistic

interpretation, CCA has been extended to Bayesian CCA in fully Bayesian treatment re-

cently [80]. It can avoid overfitting by adding regularization [81]. In addition, some

extensions of probabilistic CCA models have been provided as non-Gaussian CCA, dis-

crete CCA and mixed CCA which were adapted to applications where one or both of the

data-views are either counts [82]. Deep canonical correlation analysis (DCCA) [83] is a

kind of method to learn complex nonlinear transformations of two views of data such that

the resulting representations are highly linearly correlated. Unlike KCCA, DCCA does

not require an inner product, and has the advantages of a parametric method: training time

scales well with the data size and the training data need not be referenced when computing

the representations of unseen instances. CCA can be extended to multi-view CCA [84] by

maximizing the sum of pairwise correlations between different views. However, the main

drawback of this strategy is that only correlation information between pairs of features

is explored, while high-order statistics are ignored. Luo et al. [85] develop tensor CCA

(TCCA) to generalize CCA to handle any number of views in a direct and yet natural way.

In particular, TCCA can directly maximize the correlation between the canonical variables

of all views, and this is achieved by analyzing the high-order covariance tensor over the

data from all views [86].

Multi-view Dimension Reduction As an important branch of multi-view unsuper-

vised learning, multi-view dimension reduction seeks a low-dimensional common sub-

space to represent multi-view data [87]. For example, CCA is a typical multi-view di-

mensionality reduction method. Some new multi-view dimension reduction methods were

developed by involving CCA or other space transformation methods. Chen et al. [88]

proposed a multi-view latent subspace Markov network to accomplish multi-view dimen-

sion reduction. This network fulfills a weak conditional independence assumption that
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multi-view observations and response variables are conditionally independent given a set

of latent variables. Ding and Fu [18] proposed a low-rank common subspace for multi-

view data analysis, which seeks a common low-rank linear projection to mitigate the se-

mantic gap among different views. The low-rank common projection is able to capture

compatible intrinsic information across different views and also well-aligns the within-

class samples from different views. As a result, it offers effective methods for robust

subspace learning. White et al. [89] and Guo [19] provided a convex formulation of multi-

view subspace learning. The new formulation of multi-view subspace learning allows a

global solution, and can be derived with efficient optimization algorithms. More recently,

a Bayesian multi-view dimensionality reduction method was proposed, where data points

from different views are projected into a unified subspace without the restriction of match-

ing data examples from these views [20]. Regularization for projection functions from

different views was also employed to achieve multi-view denoising [90].

Multi-view Clustering Multi-view clustering, which aims to obtain a partition of the

data in multiple views that often provide complementary information to each other, has

received considerable attention in the past years. Most work was designed based on space

transformation methods [77, 91, 92, 93, 94, 95]. Recently, Liu et al. [96] presented a novel

tensor-based framework for integrating heterogeneous multi-view data in the context of

spectral clustering. Zhang et al. [21] proposed low-rank tensor constrained multi-view

subspace clustering which regards the subspace representation matrices of different views

as a tensor and the tensor is equipped with a low-rank constraint. The multi-linear rela-

tionship among multi-view data is taken into account through their tensor-based strategy.

In order to deal with large-scale data clustering problems, a new robust large-scale multi-

view clustering method [22] was proposed to integrate multiple representations of large

scale data. Li et al. [23] presented partial multi-view clustering in the case that every

view suffers from the missing of some data and results in many partial examples. Wang
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et al. [97] proposed a multi-view learning model to integrate all features and learn the

weight for every feature with respect to each cluster individually via new joint structured

sparsity-inducing norms. Some multi-view clustering algorithms based on the nonneg-

ative matrix factorization were proposed [24, 25, 98]. Xia et al. [26] proposed a novel

Markov chain method for robust multi-view spectral clustering, which combines the tran-

sition probability matrices constructed from each view into a shared transition probability

matrix via low-rank and sparse decomposition. Based on max-product belief propagation,

Zhang et al. [27] proposed a novel multi-view clustering algorithm termed multi-view

affinity propagation. Diversity induced multi-view subspace clustering [28] was proposed

to explore the complementary information. Some researchers have proposed multi-view

clustering ensemble learning that combines different ensemble techniques for multi-view

clustering [99, 100, 101]. Chikhi [102] proposed a multi-view normalized cut approach

with spectral partitioning and local refinement.

3.2.2. Discriminative CCA and Multi-view LDA Based Algorithms

Although CCA can obtain a common space for multiple views, it does not take label

information into account. To learn a discriminant common space for two views, cor-

relation discriminant analysis and discriminative canonical correlation analysis (DCCA)

[50, 103, 104] were proposed to extend CCA by maximizing the difference of within-class

and between-class variations across two views. Moreover, as extensions from LDA, multi-

view Fisher discriminant analysis for binary classification problem [105, 106] and general-

ized multi-view linear discriminant analysis (GMvDA) for multi-class classification from

multiple views [107] were proposed. While GMvDA requires setting hyper-parameters for

regularization, multi-view discriminant analysis (MvDA) [51] provides more direct deriva-

tion from LDA for multiple view projection matrices without any hyper-parameter. In ad-

dition, MvDA simultaneous obtains a concatenation of projection matrices from multiple
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views by solving a single generalized eigenvalue problem. Makihara et al. [29] described

a multi-view discriminant analysis with tensor representation and applied it to cross-view

gait recognition. The large-margin idea was also integrated into the Gaussian processes to

discover the latent subspace shared by multiple views [108, 109].

MULDA Uncorrelated LDA (ULDA) is an extension of LDA by adding some con-

straints into the optimization objective of LDA, so that the feature vectors extracted by

ULDA could contain minimum redundancy. Multi-view uncorrelated linear discriminant

analysis (MULDA) [30] was recently proposed by imposing two more constraints in each

view, which extracts uncorrelated features in each view and computes transformations of

each view to project data into a common subspace. Here we briefly introduce MULDA.

Let (wx1,wy1) represent the vector pair solved by the existing multi-view LDA method

which corresponds to the maximum eigenvalue. Suppose the vector pairs (wx j,wy j) with

j = 1, 2, ..., r− 1 of the two-view data are obtained. MULDA aims to find the rth discrimi-

nant vector pair (wxr,wyr) of datasets X and Y with the following conjugated orthogonality

constraints

wT
xrS txwx j = wT

yrS tywy j = 0 ( j = 1, 2, ..., r − 1), (12)

where S tx and S ty represent the total scatter matrix for two views. With S bx and S by denot-

ing the between-class scatter matrix, the optimization problem of MULDA can be formu-

lated as
maxwxr ,wyr wT

xrS bxwxr + wT
yrS bywyr + 2γwT

xrCxywyr

s.t. wT
xrS txwxr + σwT

yrS tywyr = 1

wT
xrS txwx j = wT

yrS tywy j = 0

( j = 1, 2, ..., r − 1),

(13)

where wxr and wyr represent the rth discriminant vectors of datasets X and Y , respectively.

Through optimizing (13), we obtain d feature vectors for each view: zxi = wT
xiX, zyi = wT

yiY ,

i = 1, ..., d.
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3.2.3. Multi-view SVMs and Multi-view Twin SVMs

Many multi-view supervised learning methods build upon SVMs. SVM-2K [44] is

a representative multi-view algorithm, which combines the two views by introducing the

constraint of similarity between two one-dimensional projections identifying two distinct

SVMs from the two feature spaces. Assuming that the two view data are expressed through

two feature projections, i.e., φ1 with corresponding kernel κ1 and φ2 with corresponding

kernel κ2, the constraint is expressed as an ε-insensitive 1-norm regularization using slack

variables ηi,

| < w1, φ1(xi) > +b1− < w2, φ2(xi) > −b2| ≤ ηi + ε, (14)

where w1, b1 , (w2, b2) are the weight and threshold of the first (second) view’s SVM.

Recently, a new method called multi-view twin support vector machines (MvTSVMs)

was proposed [7]. On one view, positive examples are represented by A
′

1 and negative

examples are represented by B
′

1. On the other view, positive examples are represented by

A
′

2 and negative examples are represented by B
′

2. For simplicity, suppose that all e are

vectors of ones of appropriate dimensions and

A1 = (A
′

1, e), B1 = (B
′

1, e), A2 = (A
′

2, e), B2 = (B
′

2, e),

v1 =

w1

b1

 , v2 =

w2

b2

 , u1 =

w3

b3

 , u2 =

w4

b4

 , (15)

where (w1, b1) and (w2, b2) are classifier parameters of +1 class, and (w3, b3) and (w4, b4)

are classifier parameters of −1 class. The optimization problems for MvTSVMs are written
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as

min
v1,v2,q1,q2,η

1
2
‖A1v1‖

2 +
1
2
‖A2v2‖

2 + c1e>2 q1 + c2e>2 q2 + De>1 η

s.t. |A1v1 − A2v2| � η,

− B1v1 + q1 � e2,

− B2v2 + q2 � e2,

q1 � 0, q2 � 0,

η � 0,

(16)

min
u1,u2,k1,k2,ζ

1
2
‖B1u1‖

2 +
1
2
‖B2u2‖

2 + d1e>1 k1 + d2e>1 k2 + He>2 ζ

s.t. |B1u1 − B2u2| � ζ,

− A1u1 + k1 � e1,

− A2v2 + k2 � e1,

k1 � 0, k2 � 0,

ζ � 0,

(17)

where e1 and e2 are vectors of ones of appropriate dimensions, v1, v2, u1, u2 are classifier

parameters, c1, c2, d1, d2, D, H are nonnegative parameters, and q1, q2, η, ζ, k1, k2 are slack

vectors of appropriate dimensions.

Multi-view Semi-supervised Learning Semi-supervised learning, which learns from

few labeled examples and a large number of unlabeled examples, is an active research

direction. Its prevalence is mainly motivated by the need to reduce the expensive or time-

consuming label acquisition process. Szedmak and Shawe-Taylor exploited unlabeled data

via multi-view learning effectively [45]. Representative multi-view semi-supervised learn-

ing methods include co-training [39], co-EM [3], multi-view sequential learning [110],

Bayesian co-training [59], multi-view point cloud regularization [111], sparse multi-view
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SVMs [6], two-view transductive support vector machines [112], robust co-training [5],

multi-view vector-valued manifold regularization [113]. The recent multi-view Laplacian

SVMs [8] and multi-view Laplacian TSVMs [9] integrate the multi-view regularization

with manifold regularization and bring inspiring results. Here we introduce the multi-

view Laplacian TSVMs. On view one, positive examples are represented by A
′

1 and neg-

ative examples are represented by B
′

1. On view two, positive examples are represented by

A
′

2 and negative examples are represented by B
′

2. The optimization problems of multi-view

Laplacian TSVMs can be written as

min
w1,w2,b1,b2,q1,q2,η

1
2
‖A

′

1w1 + e1b1‖
2 +

1
2
‖A

′

2w2 + e1b2‖
2 + c1e>2 q1 + c2e>2 q2

+
1
2

c3(‖w1‖
2 + b2

1 + ‖w2‖
2 + b2

2)

+
1
2

c4[(w>1 M
′>
1 + e>b1)L1(M

′

1w1 + eb1)

+ (w>2 M
′>
2 + e>b2)L2(M

′

2w2 + eb2)] + De>1 η

s.t. |A
′

1w1 + e1b1 − A
′

2w2 − e1b2| � η,

− B
′

1w1 − e2b1 + q1 � e2,

− B
′

2w2 − e2b2 + q2 � e2,

q1 � 0, q2 � 0

η � 0,

(18)
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min
w3,w4,b3,b4,q3,q4,ζ

1
2
‖B

′

1w3 + e2b3‖
2 +

1
2
‖B

′

2w4 + e2b4‖
2 + c1e>1 q3 + c2e>1 q4

+
1
2

c3(‖w3‖
2 + b2

3 + ‖w4‖
2 + b2

4)

+
1
2

c4[(w>3 M
′>
1 + e>b3)L1(M

′

1w3 + eb3)

+ (w>4 M
′>
2 + e>b4)L2(M

′

2w4 + eb4)] + He>2 ζ

s.t. |B
′

1w3 + e2b3 − B
′

2w4 − e2b4| � ζ,

− A
′

1w3 − e1b3 + q3 � e1,

− A
′

2w4 − e1b4 + q4 � e1,

q3 � 0, q4 � 0

ζ � 0.

(19)

M
′

1 includes all of labeled data and unlabeled data from view 1. M
′

2 includes all of labeled

data and unlabeled data from view 2. L1 is the graph Laplacian of view 1 and L2 is the

graph Laplacian of view 2. e1, e2 and e are vectors of ones of appropriate dimensions.

w1, b1, w2, b2, w3, b3, w4, b4 are classifier parameters. c1, c2, c3 and c4 are nonnegative

parameters. q1, q2, q3, q4, η and ζ are slack vectors of appropriate dimensions.

3.3. Margin-Consistency Style Algorithms

Margin-consistency style algorithms were proposed under the consideration of the

characteristics of classification in multi-view cases. Especially for large-margin classi-

fiers, the margins between the samples and the hyperplanes well depict the relationship

between the models and the data. It is a valid method to utilize consistency of multi-view

data to regularize that the margins from two views are the same or have the same poste-

riors. The strategy of using margin consistency was firstly proposed in the framework of

multi-view maximum entropy discrimination (MVMED) [10]. Some variants such as soft

margin consistency based multi-view MED (SMVMED) [11] and consensus and com-
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plementarity based MED (MED-2C) [13] were also developed and obtained promising

performance.

3.3.1. MVMED

Multi-view maximum entropy discrimination (MVMED) [10] was proposed as an

extension of MED to the multi-view learning setting. It considers a joint distribution

p(Θ1,Θ2) over the view one classifier parameter Θ1 and view two classifier parameter

Θ2. γ is the shared margin variable by two views. Using the augmented joint distribution

p(Θ1,Θ2,γ) and the joint prior distribution p0(Θ1,Θ2,γ), MVMED can be formulated as

follows

min p(Θ1,Θ2,γ) KL(p(Θ1,Θ2,γ) || p0(Θ1,Θ2,γ))

s.t.



∫
p(Θ1,Θ2,γ)[ytL1(X1

t |Θ1)−γt]dΘ1dΘ2dγ≥0∫
p(Θ1,Θ2,γ)[ytL2(X2

t |Θ2)−γt]dΘ1dΘ2dγ≥0

1 ≤ t ≤ N,

(20)

where L1(X1
t |Θ1) and L2(X2

t |Θ2) are discriminant functions from two views, respectively.

Chao and Sun also proposed a more flexible MVMED framework called alternative

MVMED (AMVMED) [11], which considers two separate distributions p1(Θ1) over Θ1

and p2(Θ2) over Θ2, and balances KL divergences of their augmented distributions with

24



respect to the corresponding prior distributions p0(·). AMVMED is formulated as

min p1(Θ1,γ), p2(Θ2,γ) ρKL(p1(Θ1,γ) || p0(Θ1,γ))

+ (1 − ρ)KL(p2(Θ2,γ) || p0(Θ2,γ))

s.t.



∫
p1(Θ1,γ) [ytL1(X1

t |Θ1) − γt] dΘ1dγ ≥ 0∫
p2(Θ2,γ) [ytL2(X2

t |Θ2) − γt] dΘ2dγ ≥ 0∫
p1(Θ1,γ)dΘ1 =

∫
p2(Θ2,γ)dΘ2

1 ≤ t ≤ N.

(21)

3.3.2. SMVMED

Unlike conventional multi-view learning method, MVMED and AMVMED exploits

the multiple views in a style called margin consistency, that is, to enforce margins from

the two views to be identical. Although they have provided state-of-art multi-view learn-

ing performance, this margin consistency requirement may be too strong to fulfill in some

cases and hinder effective model learning. It is thus interesting to explore the possibil-

ity of relaxing the requirement. The proposed soft margin consistency based MVMED

(SMVMED) has achieved improvements through the relaxing of the requirement on mar-

gin consistency [12]. It assumes two different posterior distributions, p1(γ) and p2(γ), for

margin variables and ensures that the KL divergence between the two distributions as small
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as possible. Similar to MVMED, the objective optimization problem can be expressed by

min p1(Θ1,γ),p2(Θ2,γ)KL(p1(Θ1) || p0
1(Θ1)) + KL(p2(Θ2) || p0

2(Θ2))

+(1 − α)KL(p1(γ) || p0
1(γ)) + (1 − α)KL(p2(γ) || p0

2(γ))

+αKL(p1(γ) || p2(γ)) + αKL(p2(γ) || p1(γ))

s.t.


∫

p1(Θ1,γ)[ytL1(X1
t |Θ1)−γt]dΘ1dγ≥0∫

p2(Θ2,γ)[ytL2(X2
t |Θ2)−γt]dΘ2dγ≥0

1 ≤ t ≤ N.

(22)

3.3.3. MED-2C

Another margin-consistency style multi-view learning method is called consensus and

complementarity based MED (MED-2C) [13]. It is used for multi-view classification,

which well utilizes the two principles consensus and complementarity for multi-view

learning. MED-2C first transforms data from two views into a common subspace, and

makes the transformed data in the new subspace identical to respect the consensus princi-

ple. Then it augments the transformed data with their original features to take into account

the complementarity principle. Similar to MVMED, the objective optimization problem

in MED-2C can be formulated by

minP,Q minp(Θ,γ) KL(p(Θ,γ) || p0(Θ,γ)) + β||PX1 − QX2||
2
F

s.t.


∫

p(Θ,γ)[ytL(X̃1
t |Θ)−γt]dΘdγ≥0∫

p(Θ,γ)[ytL(X̃2
t |Θ)−γt]dΘdγ≥0

1 ≤ t ≤ N,

(23)

where X̃1
t = [[PX1

t ]>, X1
t
>
, 0>]> and X̃2

t = [[QX2
t ]>, 0>, X2

t
>]>. MED-2C is a successful

method of combining margin-consistency style algorithms and co-regularization style al-

gorithms.
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3.4. Progress and Applications of Combining Multi-view Learning Algorithms

Multi-task Multi-view Learning Multi-task multi-view learning (MTMV) can learn

multiple related tasks with multi-view data. He and Lawrence [114] proposed a graph-

based framework which takes full advantage of information among multiple tasks and

multiple views. Zhang and Huan [115] proposed a general inductive learning framework

for the challenging MTMV problems using co-regularization and task relationship learn-

ing. Yang and He [31] modeled task relatedness using a normal penalty with sparse covari-

ances to couple multiple tasks and view relatedness using matrix Dirichlet process. Two

MTMV tracking methods were proposed based on joint sparse representation [32] and

based on an approximate least absolute deviation [33] to exploit the related information

shared between particles and views in order to obtain improved performance. However,

they all tackle the classification problem. Zhang et al. [34] introduced an MTMV clus-

tering framework which integrates within view-task clustering, multi-view relationship

learning and multi-task relationship learning. To facilitate information sharing among dif-

ferent tasks on multi-view representation, Jin et al. [35] proposed an efficient inductive

convex shared structure learning method for the MTMV problem. In real world, there ex-

ist quite a few applications where the tasks with several views correspond to different set

of class labels. This new learning scenario is called MTMV learning for heterogeneous

tasks [116], for which an MTMV discriminant analysis method was proposed to solve this

problem.

Multi-view Ensemble Learning The goal of ensemble learning is to construct strong

learners by combining weak learners to make very accurate predictions. Many algorithms

have been developed and widely used, such as bagging, boosting, random subspace. Xu

and Sun [117] extended Adaboost to the multi-view learning scenario and presented the

embedded multi-view Adaboost algorithm (EMV-Adaboost). Sun and Zhang extended a

multi-view ensemble learning framework with both multiple views and multiple learners to
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semi-supervised learning [118] and active learning [119], respectively. Kumar and Minz

[120, 121] proposed supervised feature set partitioning method and optimal feature set

partitioning for performance enhancement of multi-view ensemble learning. Multi-view

ensemble learning has successfully addressed the issue related to high dimensionality of

the data and poem data classification using sentiwordnet [122].

4. Multi-view Datasets and Software Packages

In order to provide experimental supports for the research on multi-view learning, we

describe some widely used multi-view datasets and representative software packages.

Handwritten Digit Dataset1 Handwritten digit dataset [7] is marked as multiple fea-

ture sets in the UCI repository. It consists of feature sets of handwritten numerals (0 ∼ 9)

extracted from a collection of Dutch utility maps. Each digit (class) digitized in binary im-

ages has 200 examples (for a total of 2,000 examples) which are represented in six feature

sets (views) in this dataset.

Advertisement Dataset2 Advertisement data [10] consist of 3,279 examples including

459 ads images (positive examples) and 2,820 non-ads images (negative examples). The

first view describes the image itself (words in the image’s URL, alt text and caption), while

the other view contains all other features (words from the URLs of the pages that contain

the image and the image points to).

WebKB Dataset3 WebKB data [10] consist of 1,051 two-view web pages collected

from computer science department web sites at four universities: Cornell University, Uni-

versity of Washington, University of Wisconsin, and University of Texas. There are 230

course pages and 821 non-course pages.

1Data are available at http://archive.ics.uci.edu/ml/datasets/Multiple+Features.
2Data are available at https://archive.ics.uci.edu/ml/datasets/Internet+Advertisements.
3Data are available at http://www.cs.cmu.edu/afs/cs/project/theo-11/www/wwkb/.
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Multi-PIE dataset4 Multi-PIE dataset [123] is employed to evaluate face recognition

across poses. It contains more than 750,000 images of 337 people under various view

points.

CUFSF Dataset5 CUHK face sketch FERET (CUFSF) dataset [123] is used to eval-

uate photo-sketch face recognition. It contains 1,194 subjects with lighting variations,

where examples in this dataset come from only two views, photo and sketch.

HFB Dataset6 Heterogeneous face biometrics (HFB) dataset [123] contains images

from 100 subjects, which is used to evaluate visual (VIS) image vs. near infrared (NIR)

image heterogeneous face recognition, where examples are only from two views, visual

image and near infrared image.

Corel Images Dataset7 Corel images dataset [124] consists of 34 categories, each with

100 images. Attribute vectors represent the images in terms of seven views, three color-

related views (color histogram, moment and coherence) and four texture-related views

(coarseness and directionality of tamura texture, wavelet and mrsar texture).

Software packages Besides the above valuable datasets, there are also some represen-

tative public software packages which can bring convenience to multi-view researchers.

For co-training style algorithms, there is usually no universal software since they depend

on specific single-view algorithms. For co-regularization style algorithms, CCA is a very

simple algorithm always embedded in popular toolboxes. MvDA8 [29] and MULDA8 [30]

are two discriminant projection methods. SVM-2K9 [44] is often regarded as a baseline

4Data are available at https://datahub.io/dataset/multipie.
5Data are available at http://mmlab.ie.cuhk.edu.hk/archive/cufsf/.
6Data are available at http://www.cbsr.ia.ac.cn/english/HFB%20Databases.asp.
7Data are available at https://archive.ics.uci.edu/ml/datasets/Corel+Image+Features.
8Both available at http://www.cst.ecnu.edu.cn/ slsun/software/MUDAcode.rar.
9Available at http://www.davidroihardoon.com/code.html.
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algorithm. For margin-consistency style algorithms, MVMED10 [10], SMVMED11 [12],

MED-2C12 [13] are recently proposed algorithms with public software available.

5. Open Problems

With the needs of practical applications and the developments of machine learning

methods, multi-view learning has got rapid progress. In this part, we present several open

problems that can be important for future research and applications of multi-view learning.

5.1. Large-Scale Multi-view Learning

Nowadays, a tremendous quantity of data are continually generated. It has been wit-

nessed that many real applications involve large-scale multi-view data. For example, hun-

dreds of hours of videos are uploaded to YouTube every minute, which appear in multiple

modalities or views, namely visual, audio and text views. A large number of bilingual

news are reported every day, with the description in each language as a view. It is note-

worthy that most previous multi-view approaches only work on small-size data sets, which

makes it difficult to handle large-scale multi-view tasks. Therefore, it is a challenge for

previous approaches to deal with the task of learning with large-scale multi-view data.

There are some multi-view stereo algorithms applied in large-scale data sets [125, 126].

Zhu et al. [127] concentrated on the large-scale multi-view learning for classification, and

proposed the one-pass multi-view framework which goes through the training data only

once without storing the entire training examples. The computing in CCA for large data

sets can be very slow since it involves implementing QR decomposition or singular value

decomposition of large matrices. Lu and Foster introduced large-scale CCA, an iterative

10Available at http://www.cst.ecnu.edu.cn/ slsun/software/MVMEDcode.zip.
11Available at http://www.cst.ecnu.edu.cn/ slsun/software/SMVMEDcode.rar.
12Available at http://www.cst.ecnu.edu.cn/ slsun/software/MED-2C.rar.
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algorithm which can compute CCA fast on large sparse data sets [128]. Cai et al. [129]

proposed a novel robust large-scale multi-view K-means clustering approach, which can be

easily parallelized and performed on multi-core processors for big visual data clustering.

Li et al. [22] proposed a novel large-scale multi-view spectral clustering approach based

on the bipartite graph. Besides large-scale CCA and large-scale multi-view clustering, it is

an urgent need to develop large-scale learning methods for some other multi-view learning

algorithms. Large-scale MVMED is a potential method to be studied to handle extensive

data.

5.2. Multi-view Deep Learning

Deep neural networks have recently demonstrated outstanding performance in a variety

of tasks such as face recognition, object classification and object detection. They can

significantly outperform other methods for the task of large-scale image classification.

For multi-view learning, there are also some potential of improving performance through

incorporating multi-view learning algorithms and deep learning methods.

So far, multi-view deep representation learning has two main strategies [130]. First,

Ngiam et al. [131] proposed to extract shared representations by reconstructing both views

from the view that is available at test time which is regarded as a split autoencoder. Second,

Andrew et al. [132] proposed a DNN extension of CCA called deep CCA. For practical

application, Zhu et al. [133] proposed a multi-view perceptron which is a deep model for

learning face identity and view representations. Su et al. [134] presented a novel CNN

architecture that combines information from multiple views of a 3D shape into a single

and compact shape descriptor. Elhoseiny et al. [135] achieved joint object categorization

and pose estimation on multi-view data through employing view-invariant representation

within CNNs. Elkahky et al. [136] presented a general recommendation framework that

uses deep learning to match rich user features to item features. They also showed how
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to extend this framework to combine data from different domains to further improve the

recommendation quality. Although these methods have realized deep learning in the multi-

view learning framework, there is still a lot of room to develop multi-view deep learning

in terms of methodologies and applications. For example, multi-view deep Gaussian pro-

cesses is a kind of interesting and challenging model.

5.3. Model Design for More Than Two Views

Many multi-view learning algorithms were proposed based on two views. Actually,

multiple view data are very common in practical applications. Some existing methods for

handling multiple views are variants of two-view methods. They combine all the pair-

wise correlations through addition operation in the objective function. However, the main

drawback of this strategy is that only correlation information between pairs of features is

explored, and high-order statistics are ignored.

Besides the above simple ways of combining two-view learning algorithms, some new

strategies of handling multi-view cases were proposed. Among them, tensor product is

an effective technique used for learning multi-view data. The proposed TCCA [85] is a

valid instance of using tensor product to CCA. How to develop more richer multi-view

learning algorithms with tensor product is a problem worth studying. Further, considering

the variety of multi-view learning methods, it would be interesting to design algorithms

for more than two views under specific settings.

5.4. Multi-view Learning with Incomplete Views

The existing multi-view learning algorithms have shown promising performance in dif-

ferent applications. These algorithms usually work under the full-view assumption where

data from all views are required to be observed. In some practical applications, this full-

view setting is likely to be violated. For example, data from some certain views may be
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lost because of sensor faults or man-made errors. As a result, we can only access multi-

view data with incomplete views, which brings difficulties for multi-view learning. How

to well perform multi-view leaning algorithms in the case of incomplete views or propose

new multi-view learning algorithms with the ability to handle the incomplete-view case is

an interesting research direction.

By the driving of practical applications where views are incomplete, some work on

incomplete view learning was developed. Mostly it was designed to handle specific tasks

such as multi-view clustering [137, 138]. The main idea of multi-view clustering with

incomplete view is to reconstruct the data in the missing views using space transformation

and then perform full multi-view learning methods. Since Bayesian methods can deal with

incomplete data by involving and integrating out latent variables, it is a feasible method to

solve missing view issues in the future.

5.5. Multi-view Active Learning Based on Gaussian Processes

In supervised learning, data with labels are very important for model training. Espe-

cially for multi-view learning, data from different views need to be labeled to construct

training sets. However, more labeling data will cost more. Therefore, it is significant

to reduce the number of labeled data without influencing the multi-view learning perfor-

mance. Active learning is an effective method of selecting less and valuable data points

to be labeled. It designs the classifier with data acquisition by ranking the unlabeled data

to provide suggestions for the next query which has the highest training utility. Thus, it

explores the maximum potential of the learner on both the labeled and unlabeled data, and

the training set can be maintained as small as possible. This potentially leads to exploiting

the most informative data, while significantly reducing the cost of data labeling. Comb-

ing multi-view learning with active learning will promote each other. On one hand, active

learning provides a valid approach to select more valuable data from different views, which
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may improve the effectiveness and efficiency of multi-view learning algorithms. On the

other hand, multi-view learning algorithms can help active learning to make better strategy

of selecting data points.

There are already some work on multi-view active learning. For example, Muslea

et al. [139] proposed a multi-view active learning method called co-testing, which firstly

takes advantage of a few labeled examples to learn a hypothesis in each view, and then

applies the learned hypothesis to all unlabeled examples and detects the set of contention

points. Sun and Hardoon [140] presented an approach for multi-view active learning with

extremely sparse labeled examples, which employs a similarity rule defined with CCA.

These methods apply active learning to some certain multi-view learning algorithms and

work well. They can inspire people to develop more effective multi-view active learning

methods. Since Gaussian process active learning [141, 142] has been proposed and ex-

perimentally proved valid, and multi-view Gaussian processes can be an elegant Bayesian

learning method, it is worthwhile to study multi-view active learning algorithms based on

Gaussian processes.

5.6. Multi-view Sequential Models Under the Bayesian Framework

When considering the type of data expression, sequential data are very common in the

daily life. Sequential data also have multi-view information. For example, a sequence of

human activities can be expressed as body sensor data or video data. A voice sequence

can be expressed as audio data or throat sensor data. For these multi-view sequential

data, existing multi-view learning methods will not work. Therefore, developing effective

models with the ability to handle sequential data and utilizing multi-view information is

an open problem.

Most existing methods for modeling sequential data are based on the Bayesian frame-

work, such as hidden Markov models (HMMs) and Gaussian process dynamical systems
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(GPDSs) [143, 144, 145]. Among these, GPDSs are a kind of valid models with stronger

modeling ability for sequential data. Thus, it is a significant research direction to propose

multi-view learning methods for processing sequential data based on GPDSs.

6. Conclusions

We have made an overview of the developments of multi-view machine learning meth-

ods in terms of theories and methodologies. From perspectives of theories, we introduced

the recent PAC-Bayesian bounds and Rademacher complexity based generalization error

bounds. From perspectives of methodologies, we tried to provide a neat categorization

and organization where the multi-view learning approaches are divided into three major

categories. For each category, we described the representative algorithms and introduced

the latest developments. In addition, some popular data sets were listed to provide con-

venience for future researchers. Several interesting and significant open problems were

discussed in detail, which we think are worth studying. This paper can be useful for read-

ers to further promote theoretical and methodological research and practical applications

of multi-view learning.
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[84] J. Vı́a, I. Santamarı́a, J. Pérez, A learning algorithm for adaptive canonical correla-

tion analysis of several data sets, Neural Networks 20 (2007) 139–152.

[85] Y. Luo, D. Tao, Y. Wen, K. Ramamohanarao, C. Xu, Tensor canonical correlation

analysis for multi-view dimension reduction, IEEE Transactions on Knowledge &

Data Engineering 27 (2015) 3111–3124.

[86] T. K. Kim, S. F. Wong, R. Cipolla, Tensor canonical correlation analysis for action

classification, in: Proceedings of IEEE Conference on Computer Vision and Pattern

Recognition, 2007, pp. 1–8.

[87] B. Long, P. S. Yu, Z. M. Zhang, A general model for multiple view unsupervised

learning, in: Proceeding of the SIAM International Conference on Data Mining,

2008, pp. 822–833.

[88] N. Chen, J. Zhu, F. Sun, E. P. Xing, Large-margin predictive latent subspace learn-

ing for multiview data analysis, IEEE Transactions on Pattern Analysis and Ma-

chine Intelligence 34 (2012) 2365–2378.

[89] M. White, X. Zhang, D. Schuurmans, Y. Yu, Convex multi-view subspace learning,

Advances in Neural Information Processing Systems 25 (2012) 1–9.

45



[90] L. Zhang, S. Wang, X. Zhang, Y. Wang, B. Li, D. Shen, S. Ji, Collaborative multi-

view denoising, in: Proceedings of the 22nd ACM SIGKDD International Confer-

ence on Knowledge Discovery and Data Mining, 2016, pp. 2045–2054.

[91] S. Bickel, T. Scheffer, Multi-view clustering, in: Proceedings of the 4th IEEE

International Conference on Data Mining, 2004, pp. 19–26.

[92] V. R. D. Sa, Spectral clustering with two views, in: Proceedings of the 22th IEEE

International Conference on Machine Learning, 2005, pp. 20–27.

[93] M. B. Blaschko, C. H. Lampert, Correlational spectral clustering, in: Proceedings

of IEEE Conference on Computer Vision and Pattern Recognition, 2008, pp. 1–8.

[94] D. Zhou, C. J. C. Burges, Spectral clustering and transductive learning with multiple

views, in: Proceedings of the 12th IEEE International Conference on Data Mining,

2012, pp. 675–684.

[95] E. Bruno, S. Marchand-Maillet, Multiview clustering: a late fusion approach using

latent models, in: Proceedings of the 32nd International ACM SIGIR Conference

on Research and Development in Information Retrieval, 2009, pp. 736–737.

[96] X. Liu, S. Ji, W. Glänzel, Multiview partitioning via tensor methods, IEEE Trans-

actions on Knowledge and Data Engineering 25 (2013) 1056–1069.

[97] H. Wang, F. Nie, H. Huang, Multi-view clustering and feature learning via struc-

tured sparsity, in: Proceedings of the 30th International Conference on Machine

Learning, 2013, pp. 352–360.

[98] J. Liu, C. Wang, J. Gao, J. Han, Multi-view clustering via joint nonnegative matrix

factorization, in: Proceedings of the 13th SIAM International Conference on Data

Mining, 2013, pp. 252–260.

46



[99] X. Xie, S. Sun, Multi-view clustering ensembles, in: Proceedings of International

Conference on Machine Learning and Cybernetics, 2013, pp. 51–56.

[100] C. A. Méndez, P. Summers, G. Menegaz, Multiview cluster ensembles for multi-

modal MRI segmentation, International Journal of Imaging Systems and Technol-

ogy 25 (2015) 56–67.

[101] S. F. Hussain, M. Mushtaq, Z. Halim, Multi-view document clustering via ensemble

method, Journal of Intelligent Information Systems 49 (2014) 81–99.

[102] N. F. Chikhi, Multi-view clustering via spectral partitioning and local refinement,

Information Processing & Management 52 (2016) 618–627.

[103] T. Diethe, D. R. Hardoon, J. S. Taylor, Constructing nonlinear discriminants from

multiple data views, in: Proceedings of the European Conference on Machine

Learning and Principles and Practice of Knowledge Discovery in Databases, 2010,

pp. 328–343.

[104] T. Kim, J. Kittler, R. Cipolla, Learning discriminative canonical correlations for

object recognition with image sets, in: Proceedings of the 9th European Conference

on Computer Vision, 2006, pp. 251–262.

[105] T. Diethe, D. R. Hardoon, J. Shawe-Taylor, Multiview Fisher discriminant analysis,

in: Proceedings of the NIPS Workshop on Learning from Multiple Sources, 2008,

pp. 1–8.

[106] Q. Chen, S. Sun, Hierarchical multi-view Fisher discriminant analysis, Lecture

Notes in Computer Science 5864 (2009) 289–298.

47



[107] A. Sharma, A. Kumar, H. Daume, D. W. Jacobs, Generalized multiview analysis:

A discriminative latent space, in: Proceedings of the Computer Vision and Pattern

Recognition, 2012, pp. 2160–2167.

[108] C. Xu, D. Tao, Y. Li, C. Xu, Large-margin multi-view Gaussian process, Multime-

dia Systems 21 (2014) 147–157.

[109] S. Eleftheriadis, O. Rudovic, M. Pantic, Discriminative shared Gaussian processes

for multiview and view-invariant facial expression recognition, IEEE Transactions

on Image Processing 24 (2015) 189–204.
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